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A_NOTATIOI_ /2*

The articles of this collection encompass a broad

range of questions associated with theoretical analysis
I

and design of equipment used in conducting space ex-

periments. The information on theoretical analysis

of the possible apparatus solutions used to generate

information streams aboard spacecraft is covered most

I completely. The articles on coding methods reflect

the urgent necessity for more sophisticated onboard

processing of the information obtained. The problems

i of spacecraft antenna testing, radiometric equipment,

and so on are examined.
!

i

The volume will be of interest to specialists

connected with the design and construction of radio-

electronic and radiophysical space equipment.
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SERIES-LENGTH CODING UNDER A PRIORI UNCERTAINTY

Y. M. Shtar'kov and V. F, Babkin

ABSTRACT. A modification of the method of

series length coding of bounded length is proposed.
It is shown that if the binary symbol occurrence
probabilities differ markedly, the proposed method may
improve the message compression coefficient. The
improvement depends on the degree of difference of
the probabilities.

INTRODUCTION

The problem of the most effective statistical coding of a

sequence of independent random events with known probabilities of

i their occurrence was solved long ago [i]. However, practical

application of the methods developed has been hindered by the

necessity for cumbersome "coding" and "decoding" tables and also

absence of exact knowledge of the message individual probabilities.

If the source entropy H < l, the first obstacle can be over-

come with the aid of the statistical coding technique known as

series-length coding. The first mention of this method Is en-

countered in [2], a considerably more detailed analysis was made

in [3], and a modification which is very convenient for practical

purposes was proposed in [4, 5]. Several additional theoretical

and experimental studies [6, 7] were made later. The attention

devoted to this method is explained by the fact that this is a

nonmnemonic technique and therefore there is no need to store

coding and decoding tables. Moreover, in many cases the results

obtained differ very little from the optimal results.
4

Considerably more serious is the problem of a priori un-

certainty. Only a few studies have discussed particular statis-

* Numbers in margin indicate pagination in original foreign text.
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ileal coding methods with unknown individual message occurrence

probabilities. These methods include, first of all, substitutions

of the universal type [8]. A quite general approach to the

solution of this problem was proposed quite recently, which

unfortunately did not permit obtaining a coding technique

acceptable from the viewpoint of complexity. The latter problem

has been solved quite recently [9]. However, for many applications

the proposed coding method is still not sufficiently simple.

Therefore, ln the present paper we reexamine serles-length coding

and propose modifications which are adapted for operation under

conditions of partial or complete a priori uncertainty.

UNIFORM SERIES-LENGTH CODING OF FINITE LENGTH

Without significant loss of generality we limit ourselves to

examining the sequence of symbols O and l, which are statis-

tically independent and have occurrence probabilities equal to

q and p = 1 - q, respectively. We also assume that q > p.

In the original variant [2, 3] series-length coding con-

sisted in breaking down the subject binary sequence into individual

blocks ("enlarged symbcls '') of the form

!
(1)

.a,

and coding of each such block by a nonuniform code. However, /4

all the techniques for such transformation known at the present

time are excessively complex. In [S] a ternary code is used which

fs by no means always convenient, while in [6] the use of codes

. with separator symbol is proposed, which is in p inciple nearly

equivalent to the ternary code but leads to less simplicity of

0 code combination formation. Moreover, examination of the infinite

sequence of' enlarged symbols (I) is impossible in practice. In

order to find the next enlarged symbol it is sufficient to count

2
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!

) the number of zeros preceding the one. But any real counter can

count up to a defln_te limit.

A different solution was proposed in [4, 5]. In place of

(i) the system of enlarged symbols was examined

01.,..I,
( ,,1 .l_

.. (2)

where each succeeding block contains one more symbol 0 than the

preceding block, the next-to-last and last blocks contain

symbols each, and the total number of blocks is thus equal to

Z + i. Considering that (2) is a complete system of events, such

partitioning is always possible.

At the same tlme,changeover to the finite system of enlarged

symbols makes it possible to code using blocks of the same length,

which is impossible in principle when using _he system (1),

which contains an infinite number of elements. Let the number r

satisfy the condition

'1<1, 1

Then we can establish one-to-one correspondence between events

from (2) and Z + 1 (from - ,l ) by binary sequences of length

r. It is simplest to match with any _i the binary form of the

number i (using all r places). Then when ceding it is sufficient

to count in an r-place counter the number of zeros prior to the

occurrence of the first one (this rule changes somewhat for AZ).
i

For any fixed r it is well to select the group of events (2)

as large as possible. Therefore we take Z such tl,at

" ) (S)

3
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The larger the ratio of the input block average length _ to

the output block average length m, the higher is the effectiveness

of statistical coding. In the present case the output block

length is constant and equal to r. And it is not difficult to

estimate the quantity n, considering that the symbols 0 and 1

are statistically independent and the probabilities of the events

A1, A2, ..., AZ_I, A z are equal, respectively, to p, qp, q2p,A0 , Z-1 Z
•..,q p, q :

' lqt-*p tlz (4)._ . 37_p_:.. �l.-,,-i "Pn- -9/" ": • -r" .... _,

Then

l._ _ g I - - ,-r''-I'_' ,,'-T_ --_- rd__q)' (5)

As is frequently done, we shall call the ra_io K = _/_ the corn-

, pression coefficient. Thus, K = K (q, r) and K = K (p, r). In

the flgure,the dashed curves show the dependence of K on r for /5

p _ l0 -1, l0-2, l0 -3 and l0 -4, respectively. Each curve has a

• maxlmum,and the _alue of the variable r for which the maximum is

reached depends on p. The upper bound of the compression co-l

efficient is
t

K"(I') t7T_1,'%' (6 )

where It(p) --i,I,,_i_-(I-I,)I,,_.I--i,)is the source entropy. In the

figure,the values of K * (p) for selected values of the probability

p are shown by the horizont_l uash-dot lines. We see that

,,i,xK(;,.,')differs very little from K* (p) and the smaller p,the

smaller _hls difference. Thus, for known p and q = ]- p we can

select a value of r such that the effectlveness of uniform

series-length coding of finite length will differ very little

from optimal statistical coding. This conclusion is valid forI
values of p < l0-I. However, if p • 10"1 then even K* (p) < 2

and the advisability of any statistical coding becomes questionable.

4
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The fact that for dif-

, ferent values of p the curves

Z00[..................""__W' ,/,/ ! in the figure reach a maximum/" ! for different values of r =
/i t

_0' -. r (p) means that the subject

z'! _, ,_ S-" ! method cannot be optlmal for
.........................._ -- a wide range of p values. In

__-- selecting a definite value of

/0

:i / --i

Z__._'--_i................. --_ r when constructing a coding
- _ m u r scheme we mast remember that

the value of r which is optimalEffectiveness of uniform and non-

uniform coding for series: for one p may be far from

i- D = 10-l; 2- p = 10-2; 3- optimal for another.
p = 10-a; 4- p - i0 -_

Generally speaking, there

is nothing surprising in this.

None of the statistical coding methods examined in [i, 6, 7]

permit constructing a code which provides ne_ly _tlmal effective-

ness for various values of p. Nor is uniform series-length

coding of bounded length such a method. Only in [9-11] was the

possibility shown and constructive techniques presented for con-

structing codes which are equally effective for various values

of p. They differ only in slower approach to K* (p) with increase

of _.

From this viewpoint it i_ interesting to recall the results

obtained with nonuniform ceding of an infinite system of enlarged

symbols (i). According to [2], when using a quaternary alphabet,

which is equivalent _o the use in binary code of a separating

symbol consisting of two symbols [6], for any value of p in the

interval from 0 to 0.5 the values of K (p) satisfy the condition
I

0.65 K* (p) ! K (p) _ 0.8 K* (p). Thus, at the cost of failure

of K (p) to approach K _ (p),a finite relative difference between

K (p) and K* (p) is provided. The longer the length of the se-

parating symbol (or the number of symbols in the code used), the

00000001-TSM I



t closer K (p) will be to K* (p) as p -_ 0, but at the same time

the smaller the value of K (p) as p _ 1/2.

For small p, when K* (p) _ I, the difference between K (p)

and K * (p) of a factor of 1.2-1.5 Is quite accepta01e In practice.

However for p = 1/2 such coding would lead to an error of a factor

of 1.5 in comparison with the Dasic binary sequence, which Is

completely unacceptable. It is obvious that wlth broadening of

the range of p values of 1.0 the results deteriorate still more. /6

Finally, as we mentioned In the beginning o_' the section, examina-

tion of an infinite system of enlarged symbols, even as simple

as (i), can be of theoretical interest only.

Let us return to examination of uniform series-length coding

of finite length. Under conditions of partial a priori un-

certainty we can use two different approaches to selection of the

parameter r. Let the range of possible p values be given Pl m

P _ P2" In many cases It is important to ensure the largest

value of the compression coefficient K in the worst possible case.

We see from the figure that for any r the compression coef-

ficient takes the smallest value for p = p2 o Therefore we should

select r = _, satisfying the condition K(p=, _ = _,,_J_'(#2,r), which

ensures a value of K (I'._ >" A (IJ_.r__ m,=_A (/p=,r) For example, let

p £ 10-2. In this case, according to Figure i,_ = 8 and K (10 -2,

8) = !l.5. For p = l0-3 and r = 8 we obtain a larger value of K,

equal to 28.2; however,_hls value cow differs markedly from K_

(10 -3 ) = 87.6 and the smaller p, the larger will be K (p, r) and

the larger its difference fro_L K* (p). These examples show that

unlfcrm serles-length coding of bounded length can be used under

condltlons of partial a priori uncertainty. Naturally, the result

obtained will be better, the smaller the a priori uncertainty.

6

00000001-TSA12



SIMPLE METIIOD OV NONUNIFORM SERIES-LENGTII _oDING OP BOUNDED LENGTI!

We mentioned above that for known p ws can select r such

that uniform series-length coding (in the following we shall omit

the words "of bounded length" for brevity, since the system (1)

will not be examined further) yields a value of the compression

coefficient which differs very little from K* (O). It appears

that this was the reason why nonuniform serles-length coding was

not examined anywhere and was not mentioned. However, under a

priori uncertainty condltlon_ ncnuniform coding is a natural

technique which makes it possible to improve the results for a

given range of p values. We emphasize immediately that with

transition to nonuniform coding the extremely important property

of simplicity, which makes it possible to avoid the use of special

coding and decoding tables, must be retained.

In order that the nonuniform code improve the re.alts for

some range of p values,lt is necessary that the K (p, r) curves

in the figure have "flatter" maxima. It is this feature :,hat

made it possible to select r such that K (p, r) for various p

differed very little from max K (p, r) : K* (p). Naturally,

this broadening of the maximum region must not (or may only to

a slight degree) be accompanied by reduction of the magnitude

of the maximum itself.

In this sense the problem becomes quite nontrivlal. The

only thing that carl be caid about conventional statistical coding

of the system of enlarged symbols (2) for fixed p is that it

brings max K (p, r) close to K* (p) precisely for this p. But
r

Q this effect does not play any significant role, since max K (p, r)
r

= K* (p). As for the broadening of the maximum region, it can-

not be completely guaranteed. Moreover, the suspicions that

nonuniform statistical series-length coding for given p impairs

00000001-TSA13



the characteristics of this nonuniform code in relation to other

p seem completely justified. In this sense uniform codin_ he- //

haves less selectively and from our viewpoint better than non-

uniform coding for Riven p. Consequently the problem is to find

those factors which influence the quite rapid falloff of the

curves on both sides of their maxima, which are characteristic

for different values of p, and which can be eliminated immediately

for all p. In order to solve this problem we need to understand

and clarify the behavior of the curves in the figure.

Let us examine the maximum of the K (p, r) curve for a fixed

value of p. Since it differs very little from K* (p), tr.lform

coding is close to optimal statistical coding, but %his is valid

if and only if thu probabilities of the enlarged symbols A0, AI,

..., A z do not differ markedly from one another.

Now let us begln to increase r (movin5 along the curve to

the right). In this case Z increases and the occurrence probability

of A S equal to ql, AZ_I equal to qZ-1 P, and so on decreases.

At the same time the occurrence probabilities of A0, AI, A2, and

so on do not change. As a result,increase of r leads to ever

greater and greater difference between the occurrence probabili-

ties of the individual enlarged symbols and uniform coding becomes

i ever less and less optimal. This then explsins the slow but
I

steady decline of the K (p, r) curve with increase of r.

Thus, in order to eliminate or= more precisely, to weaken

the decline of the K (p, r) curve with increase of r it is neces-

sary to use a nonuniform code for which the length of the code

combination corresponding to Ai is a monotonically inoreosing in
the broad sense function of i. This is characteristic for any p,

however the conccete form of such a function will depend on p.

It is difficult to say anything def_nlte about the results of

such a transformation from the viewpoint of broadening the range

.

I! II
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of p values. The only obvious effect is a shift of the maximum

of each curve to the right. Moreover it is difficult to expect

retention of coding and decoding simplicity.

Now let us examine the behavior of the curve to the left of

the maximum. With decrease of r the occurrence probability of

the enlarged symbol A Z approaches q, and all the remaining Ai
(i < Z) have practically the same probability. In this ease

we should code all A i (i < Z) by words of the same length and A z

by _ shorter word. The simplest solution lies in coding the

enlarged symbol A Z by a single binary symbol (0, for example)

and any other symbol by r + 1 binary symbols, of which the first

is equal to 1 and the remaining r coincide with the previously

used words of the uniform code of length r. In this case the

total number of enlarged symbols can be increase2 from Z + 1 _ 2r

to 2r + ], which is equivalent to transition from Z to Z' =

Z 4 1 _ 2r. In this case the coding and decoding algorithms are

Just as simple as before. When codins, the combinations of

Z' = Z + 1 zeros are replaced by a single zero and the series of

i < Z' zeros (terminating in a one) are replaced by a one with

ensuing r-place binary form of the number "<i_'-- I =_'.

Decoding proceeds Just as simply.

We could replace A Z by a sequence of r0=2, 3, -.., r - 1
symbols. When using lengths r + 1 for all the other code com-

binations this would permit increasing the total number of en-

larged symbols to 2.... _ _' --I. Thls increase is always useful

to some degree. On the other hand, however, for small values of

r coding becomes less optimal than with the choice r0 = i. And

for large r, when the A z occurrence probability becomes small,

6 selection of the quantity r 0 does not play any role. We can

obviously state that the proposed nonuniform series-length

coding variant leads to shift of the K (p, r) curve maxima to

the left, towards smaller r. In fact, for uniform coding the

9
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m_ximum is reached in the case when the AZ occurrence probability /8

is of the same order as that of A0 (_p). But for the proposed

nonuniform coding the maximum is reached with An occurrence

probability equal to approximately 0.5. For p < 0.5 the second

condition is always satisfied for smaller values of r than the

first. This then means shift of the maximum in the direction of

smaller r.

i_ow let us examine quantitatively the behavior of the com-

pression coefficient K (p, r) for nonuniform series-length coding.

For greater convenience of comparison we immediately agree to

take K (p, r) to mean the compression coefficient for the case

when Z' = 2r and the length of all the code words other than

that corresponding to AZ+ 1 is equal to r + I. This makes it

possible to compare uniform and nonuniform coding with practically

the same total number of enlarged symbols in (2) and the same

maximal series length. Thus, K (p, r) = _/_. The quantity

can be found from (4) with replacement of Z by Z' = Z + 1 = 2r.

On the other hand, m M r. It is not difficult to verify that

,__ (i--q"_H: -!r,--q;-*= r(1--q"'), :. (7)

NOW, using (4), (5), (7), we obtain

K(p.r)-= :_r(_--q_")--I_= " I =l--q •

•-- -- J (8)
- I

i_'-q, r.- l--q-

If we neglect the difference between 1 - (Z and 1 - qZ+I

we obtain the simple approximate formula

6 ., _ K_p.T*K (p.r) _.
, ' (9)

i -q. _7

The solid curves in Figure 1 show the behavior of K (p, r) as a

function of r for the same probability values as before.

lu
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Comparison of the K (p, r) and K (p, r) curves for the same value

of p shows significant broadening of the K (p, r) maximum region

at the expense of marked increase of the compression coefficient

for small r. Thus the posed problem is solved at least to some

degree.

We note that, as expected, the K (p, r) curve maxima are

shifted to the left relative to the K (p, r) maxima. This means

that for any problem formulation the best value of r is less

than for uniform coding. This leads to decrease of the maximal

serles-length, which may be very useful in the presence of Indi-

vidual nonstationary segments in the sequence. It is very in-

teresting that max K (p, r) > max K (p, r) for any p. In other
r r

words, broadening of the maxima region is accompanied not by

reduction but rather even by some increase of the maximum itself.

Finally, we note that in the region of large r the E (p, r)

values are somewhat lower than K (p, r), but this difference is

not significant. In accordance with (I0) this occurs for suf-

ficiently large r, when 4_'<_ . However, the deterioration

introduced in this case does not exceed I/r and is small in

comparison with the one in the denominator. Thus the proposed

method makes it possible to obtain immediately several advantages.

Over the exi_ire range of r values the compression coefficient

(p, r) either exceeds or practically coincides with K (p, r).

The width of the K (p, r) maximum region is greater than for

K (p, r) and the magnitude of the maximum itself is larger. The

maximum is reached for a smaller value of the parameter r and

correspondingly smaller maximal serles-length.

In conclusion we shall illustrate the noted advantages by /94

examples. To this end we use the examples considered previously

for K (p, r) and then compare the results obtained. For example,

if _,'_'* b,- 0nd we are required to maximize the value of

in the worst possible case, then in accordance with the figure we

ii

i i I
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find that we should take r = 6 and this provides a value of the

compression coefficient no worse than K = 12.1. This result

nearly coincides with that obtained previously, and this is

quite natural, since the present problem reduces to determine

max K (pm, r), which as we noted Dreviously differs very little
r

from max E (p, r). However, for pm = 10-3 K (10 -3 ' 6) = 44.4,
r

i.e., it is considerably larger than for the selection (which is

optimal in this sense)of the parameter in the uniform coding case

_K (10-3, 8) = 28.2). The difference will be somewhat greater

for p = 10-4, K (10-4, 6) - 60.7 > K (10 -4, 8) = 31.5. The

examples show that in those cases when it is known in advance

that the probability p will not exceed some quite small magnitude,

nonuniform stress-length coding is better than uniform. However,

if in reality the probability p is noticeably less than the indi-

cated limit this d_fference may be very significant.

We shall llst some factors which can influence the choice

between uniform and nonuniform serles-length coding under con-

ditions of partial a priori uncertainty. First,the optimal

series-lengths are different in the two cases. The optimal

series-length is shorter for nonuniform coding, and therefore

returning of the coder with the appearance of nonstationarlties

in the process being coded may be simplified considerably.

Second, with optimal choice of the length of the series being

coded uniform and nonuniform coding provide approximately the

same gain, quite close to the limiting possible gain. In those

cases when the a priori estimate of the occurrence probability

of any symbol (0 or i) is not sufficiently exact, and in reality

this probability may e considerably less, nonuniform series-

length coding may provide considerable improvement, which will
|

be greater the more the true probability differs from its

estimate.

12
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CODING OF DISCRETE MONOTONIC FUNCTIONS

A. B. Kryukov
i

ABSTRACT. Two techniques are proposed for
, numbering all monotone functions which permit
: economic coding of any such functions by a uniform

code. We analyze the effectiveness of this function
representation and, in particular, it is shown

, that for a fixed number of quantization levels the
' compression coefficient increases without limit

with increase of the number of function "_eadings.
A characteristic feature of the techniques examined

' is the possibility of forming the code word in
real time as the coded function readings arrive.

INTRODUCTION /i___0

We examine a set of discrete functions, each of which is

specified by a sequence of readings {Sl, s2, "'', si, "'', Sn},

where the readin&s s I can take any integral values from 1 to m.
n

The number of all such possible functions is equal to m ; there-

fore, for coding any of them by a uniform code, we need to expend

"..z.,,";q-nary units. (Here and hereafter <_> denotes the smallest

integer larger than or equal to 6.) In certain cases we can

impose qualitative limitations on the nature of the function

behavior. Then the number of possible functions reduces and,

consequently, such a representation of the functions becomes

redundant. For example, in a telemetry system with cyclic sampling

of the sensors, as a result of the use of compression there is

formed a sequence of significant readings whose addresses (in

the limits of a single cycle) form a strictly increasing sequence.

In [13 an effective technique for coding such address sequences

is proposed, based on numbering all the strictly increasing
4

functions.

In the present study, we propose two techniques for numbering

functions fzom a broader class -- functions which are monotonic
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in the broad sense. An example of a case when such a llmlta-

tlon is imposed on the functions is the adaptive telemetry

system in which the same sensor may be sampled several times in

succession. In this case the significant reading addresses form

a nondecreaslng sequence. The techniques proposed below make it

possible to encode economically by a uniform code nondecreaslng

or nonlncreasing discrete functions and also both together. In

the latter case it is necessary to expend one additional bit to

indicate the sign of the increment (nondecrease or nonlncrease).

In the following, for definiteness, we shall examine only

nondecreasing functions _<s_ ... _s:_ ... _ .

CODING TECHNIQUES

T_el. In this case, coding is accomplished in two

steps. In the first step, the function is coded by a binary

sequence of length m + n - 1 and in the second step, the obtained

sequence is recoded into a different, more compact binary

sequence or number,

We assign to each nondecreaslng function a sequence of

zeros and ones al, a2, ..., am+n_ I. This sequence consists of
two parts. The first n-i sequence elements are formed using

the rule _I, if s:._sl,
ai= tO, if s_,>s_, l=l,2,...,n--l,

and the remaining m elements are formed using the rule

l,if #_S,*a,,.l „�¢�O,if ]_S, i=l,2,..,,m,

where S is the set of values which the function being coded takes.

The formation of this sequence is shown in Figure I. The /Ill

first n-1 sequence elements are written in row form, so that the

i-th element of this part of the sequence corresponds to the4
(i+l)-th function reading. The remaining m sequence elements

Translator's note: There is obviously a mistak_ in the equa=ion
in the foreign text.

15
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are written in column form,

! ...................o y1 so that the (n-l+J)-th element
....................-....._# corresponds to the J-th quanti-

...._..... _--:-_--_--_!I zation level. The order of

i- .........i........_ ...............i_ sequenco element numbering inJ

.........................:j" the figure is shown by the arrow.

i I In the row, the symbol 1 denotes#,i, ,#r ¢: _

those readings which do not
Figure 1. Formation of binary
sequence of length m+n-i (m= differ from the preceding,
8, n-ll) while in the column the symbol

1 denotes the values which the

function tskes. Thus, to each nondecreasing function there

corresponds a binary sequence of length m+n-l, and to the dif-

ferent functions there correspond different sequences which

differ in the location of the ones. We note that a characteristic

property of these sequences is the fact that the number of ones

in the sequence is always constant and equal to n; the number of

zeros is correspondingly equal to m-l. In fact, to the first

reading there always corresponds the symbol 1 in the column and

each following reading either does not differ from the preceding

(then a symbol 1 in the row corresponds to this reading) or it I

takes a new value (then a symbol 1 in the column corresponds to

it). Proof of one-to-one correspondence between the functions

being coded and the sequences may be based on the fact that the

positions of the zeros in the row and ones in the column are

simply the coordinates of the characteristic points (Jumps) of

the function being coded.

In the second step recoding of the obtained sequence into

a shorter binary sequence (or number) is accomplished. The
i

number of binary sequences of length m+n-1 containing n ones is

equal to Cnm+n-l" They can be recoded by a special technique [1]

so that <Lo_,,,CII.,_,)q-nary units will be expended on each. To

16
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this end, each sequence is assigned a definite number A, where

0_I _CII,,._! . For formation of the numbers A, we use the

numbers of those sequence positions where ones (or zeros) appear.

We note that, generally speaking, the numbers A can be formed by

both ones and zeros of the sequence, since C_I,___::CIlIUm-,,but

the number of arithmetic operations is proportional to the

number of those symbols which are used for this purpose. Thus

the number of arithmetic operations is proportional to min (n,

m-l).

T_chnlque 2. While in the first technique each function

was initially assigned a binary sequence of length m+n-1 and

then this sequence was coded, in the second technique direct

coding of the functions is accomplished, bypassing the binary

sequence formation sta_e. To this end we number the functions

being coded, i.e., each of them is assigned a definite number B,

where 0 _ B _ C_,_,- I. Naturally, the nu_ers B corresponding

to different functions are different. The rule for forming

these numbers is as follows.

As before, we assume the function is given by the sequence

of readings {s l, s2, ..., si, ..., Sn}. Then the number B for

this function is defined as the sum /12

B. r:,,, .... (1)
i l

CBa is assumed equal to zero if _>_. It is not difficultwhere

to show with the aid of relation ('_ _'_, i (_' . .. ' ('_,L that

in accordance with (1) different numbers B correspond to the

different functions.

I
Let there be given two nondecreaslng functions _i. %..... _i.

.... _i} and {,i.,_.....,_....._i?, and let the largest number of the

reading where the functions differ be equal to i, and all the

17
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readings with numbers larger than i be the same for both functions,

i.e., _ _ _.,.s,_ _i:..... _.. _, . For definiteness, we take

.,',. * and show that in this case #', #' always.

The terms In (i) corresponding to readings with numbers

larger than i are the same for both functiens: we denote their

sum by R. Since readings which are larger in magnitude correspond

to larger terms in (1), the "worst" case will be that In which

& x:.... /s_ l,and ._:=s._...... ._i_.:._-- i . Then the first i-i

terms in (i) for the function {s_} are equal to zero and

B'_ (% +R.

For the function {s_}

B" I ,_- C . -;.,, . .a , . a. C_ -;- R
(.i*i-_l-i (.i+i-_)-(i-i) ' • , (_1_1._)_1 '

-_-C,,,_,,. -- 1 .:- It : , 13'-- t.

, Thus, B' > B" even in the worst case, and this inequality is

satisfied for any i (i = i, 2, ..., n).

The decoding rule amounts to the following. In the fact

step, we seek that value of k (k = i, 2, ..., m) for which the

inequalities are satisfied

cL,,___ B< eL,.,. (2)

Let (2) be satisfied for k = Sn*. Then in the text step we seek

that k (k _ I, 2, ..., Sn*) for which the inequalities are satisfied • i

-" __,l,,--u-__.--I,'- C'_..,,..2... ( _._,,.a-,. (3)

11

Let the condition (3) be satisfied for the value k = Sn*_l. [In

CB is assumed equal to 0 if 8>_.]these inequalities, as in (i),

This procedure is continued until obtaining the sequence {s_, s_,

..., Sn*}. We note that if at any stage of the decoding pr,,cedure

18 ._
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for example, when seeking the value of the r-th reading

the corresponding inequality becomes an equality for k = st*,

the procedure may be terminated, since all s_ having i<r are equal

to 1. Uniqueness of decoding is easily proved with the aid of

the relation ('i_.(2.: Ci:_ -:-... C_.:,.i.By virtue of one-to-one

correspondence between the numbers B and the functions being

coded,(s_} = {sl}.

The coding and decoding procedures described above can be

illustrated with the aid of a special table composed from the

numbers (_,.___(i _.I,2..... ,,;k ,,.I.2..... ,.): /13

,.] eL_, c'_, c,',.,(%.., ... c;:..__
k i * • , • • ..... , • • , • , , , , , , ..... • , •

C,:_
I

3 C!, ') (:_ 3 '"' "_. - . (,a :5 . . 6,,I

•' c_...Ic:':,t <: ] c:_l .. c',:

l I'_] o o o .. o
)

1 2 3 4 _ u

With the exception or the bottom row, consisting of zeros only,

this table is a Pascal triangle in which the extreme left column

of numbers C,:,('_'..... C,',.__is missing. Like the Pascal triangle,

this table can be constructed recurslvely with the aid of the

relation C_ __':__,-- C:_-L,

Let us examine coding and decoding with the aid of this table

for an example. Let m = 4, n = 4 and the function be given by

the readings {1, 3, 3, 4}. By "superposing" the function on the

" table, we find the number B as the sum of the table elements cor-

responding to the function values: B - O + 3 + 4 + 15 = 22. (In
I

the table, these elements are shown bracketed.) This result

naturally coincides with the value of B calculated using (1).

We see from the table that the minimal value of B is equal to 0

for the function (1, l, ..., 1}, while the maximal value for

19 '
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{m, m, ..., m} is equal to

Now let us perform the decoding. In the first step, we

seek in the fourth column the largest number not exceeding B=22.

This is the number 15 located in the fourth row. The row number

is equal to the reading value, therefore s4 = 4. We calculate
the difference 22-15 = 7 and in the third column we seek the

largest number not _xceeding 7. This is the number 4, located

in the third row, which means that s 3 = 3. We then calculate
the difference 7-4 = 3, seek in the second column the largest

number not exceeding 3, and find in the third row of this column

the number 3. This means that s2 = 3 and s I = l, since 3-3 = 0.

Thus, as a result of decoding we obtain the original reading

sequence {i, 3, 3, _}.

We note that, when forming the numbers B, the number of

arithmetic operations is determined only by the value of n.

Therefore, when n • m - l, a smaller number of arithmetic

operations is required for realization o£ the first technique.

However, at the same time coding using the first technique is

conducted in two steps, which creates additional difficulties

not characteristic of the second technique. It is significant

that both techniques permit coding of the functions directly

at the rate of reading arrival, since formation of the numbers

A and B can be accomplished as the readings arrive and terminates

with arrival of the last reading. In this case, storage of the

preceding reading values is not required.

ESTIMATE OF EFFECTIVENESS

The examined techniques for coding nondecreasing functions

make It possible to expend <l_,_,,C__,> q-nary units on each of
[

them. In the conventional coding technique, this requires

20 _ .
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. <log,.O q-nary unlts. For m, l,_ 2 C_+.__<_' , therefore the

proposed coding techniques make it possible to reduce the number /14

of sy_ols expended. The magnitude of the advantage obtained in

this case, i.e., the degree of reduction of the number of q-nary

units, is usually characterized by the compression coefficient

.<t_/,,> (4)
Kcom= <i,,<,c:_,,,.._>"

The magnitude of the compression coefficient (4) depends signifi-

c_tly on m and n. In order to cl_ify the nature of this de-

pendence, we shall examine two cases.

_com

g /

f/ 2

2! 23 f5 _,Z 2#_n

Figure 2. Compression coefficient as function of n and m (q=2).

I- mffi32,n variable; 2- n-32, m vari_le (smooth curves _e
drawn throu_ Ghe calculated points for better visualization)

Cas____e1. m fixed_ n variable. Figure 2 shows the compression

coeffici,_nts fcr various n (n = 2l, 22 , ..., 29) for the particular

case m = 32 (curve 1). We see that the compression coefficient

increases monotonically with increase of n. As n �®�neglecting

the roundoff symbol <.> and using the relations

l.(t -t"'_) = _ -- -F +'_- .... '
• | . , ,_ ,

l--z _: 1

I we can transform (4) to the form

Kcom_ _,,+---1):u_,(,[ ":" (,l,,g_, j. (5) ,

21
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I

!
I
I

i where 0(z) denotes a function of e such that

It follows from (5) that the compression coefficient increases

without bound as n_®. Thus, the larger n, the greater the ad-

vantage obtained using the proposed coding techniques.

Case____2.n fixed_ m variable. Thls case Is examined to

clarify the dependence of Kcom on the number of quantlzatlon
levels. The values of the compression coefficient for various

m (m = 21, 22" ..., 29) and fixed n = 32 are also shown in

Figure 2 (curve 2). For fixed n and m �Šexpression (4) with

the aid of the same transformations as in the preceding case

can be reduced to the form

_I-] 0(_Kcom _l.,_,,.,]" (6)

In this case, in contrast with the preceding case, the expres-

sion for the compression coefficient has the limit

lim Kcom = 1.

n=const

The difference in the results obtained for cases i and 2

is explained as follows. The number of nondecreaslng functions

(and the number of symbols expended for nonredundant coding) /i___5

depends on n and m practically identically. (These relations

are absolutely identical if we examine m-i rather than m as the

argument.) At the same time, the basic representation of the

functions, i.e., conventional coding with the aid of n <lOgq m>
.: q-nary units, does not have such symmetry -- namely, the number

0 of symbols expended increases far faster with increase of n

than with increase of m. In other words, for n>m this form of

basic monotone function representation has greater redundancy

than for m>n. Therefore for m>>n nonredundant codln_ of nonde-

-, 22 :.:',_
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creasing functions may not lead to any appreciable advantage in

comparison with the conventional coding technique, since the

redundancy of the latter Is not large in this case.

This last remark makes it possible to conclude that non-

redundant coding (numbering) of histograms by a uniform code may

not lead to any significant reduction of the number of symbols

expended. In fact, we can construct a distribution function

(integral law) from each histogram. Since the distribution

functions do not decrease,one of the techniques proposed above

can be us:_d for their coding. However, this does not lead to

an 2 marked advantage, since the relation m m n is characteristic

for histograms.
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SIMPLE )_THOD OF JUMBERING BINARY SEQUENCES

WITH GIVEN NUMBER OF UNITS

Yu.M. Shtar'kov and V.F. Babkln

ABSTRACT. A method for coding messages
with a priori unknown occurrence probabilities
is proposed which has a very simple realization.
The calculations presented show that the method
effectiveness is close to the limiting possible
value --the effectiveness of universal coding.
Various modifications of the method are discussed.

INTRODUCTION

In direct application of the statistical coding ideas, it

is necessary to use cumbersome tables, whose complexity increases

exponentially with increase of the length n of the sequences

(blocks) being coded. However, in many cases coding can be

reduced to uniform numbering of all blocks with given limitations

(properties). This approach was first used in [i] to code an

independent source with unknown statistics. In this case, the

technique proposed in [2] was used for uniform numbering of all

binary symbol blocks contalninE a fixed number t of ones. If

il, i2, ..., it are the positions of ones in a specific block, it

is a_signed the number

O_a, C,l,-,'= .... + d,,,<d.- i, (I)

where CJi is considered equal to zero if i - j -- i. This numberlnE

ensures one-to-one correspondence of all the at and blocks of
length n with t ones.

The labor involved in the numbering (I) increases only as

• a power-law function of n. Nevertheless, a speclsllzed device /16

which computes or stures the binomial coefficient values would

be quite complex. Therefore, the problem arises of findlnE

numberln_ techniques whose effectiveness is nearly optimal and

whose realization is considerably simpler. Since the uniform

numbering problem arises only in application to equl-probable

24
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sequences, in the general case the effectiveness can be defined

as the average number of symbols expended in describing a single

number. It is precisely on the basis of this criterion that we

evaluate the effectiveness of the simple numbering technique

examined below.

L
NUMBERING ALGORITHM

i The only simple technique for statistical coding of binary
i

sequences is known as series-length coding (its description and

_ a detailed bibliography are presented in [3]). The basic se-

quence is broken down into "enlarged symbols" Ai, containing

i zeros and a following one(,,-i<l z'-- ;: or Z = 2r - I zeros

(As). Then each Ai is replaced by an r-digit number Bi, whose

magnitude is equal to i. For any value of the probability

;,_ '_ of one occuring, we can select the parameter r to ensure

high coding effectiveness. This method is realised very simply

in practice with the aid of an r-place binary counter. We use

series-length coding to number the blocks containing t ones.

Beginning with the first symbol of the block, we partition into

enl_rged symbols Ai up to and including the last, t-th, one (this

is always possible) and replace A i by Bi. The obtained code

words satisfy the following conditions:

i) a single code word corresponds to each block;

2) a unique block corresponds to each code word;

3) the ensemble of all code words has the prefix property [4].

The first assertion follows directly from the coding techni-

que described above. For proof of the second assertion, it is

sufficient to consider that each code word consists of r-place

I numbers B i. Therefore, breaking any code word into groups of r

symbols each, we define the sequence of numbers B i. Replacing

each of them by the corresponding enlarged symbol Ai, we restore

uniquely the initial symbols of the orlglnal block 1_p to and

25
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including the t-th one. Adding to the restored part of the

block a series of zeros complementing the already obtained number

of symbols to n, we obtain the original block, which proves the

second assertion.

i
the prefix means that no code word is theFinally, property

i beginning of any other code word. In the present case, this
!

I property is due to the fact that each code word contains t

"numbers" Bi, i # Z and _(,_--t)l numbers BZ, and the last numberi
i is not equal to B_ (coding terminates after the appearance of

! the t-th one and identification of the corresponding Ai _ A_). InI
t fact, let us assume that the beginning of the code word coincides
!

with another code word. Then, Just as the second code word, this

beginning must contain t numbers B I (i # _). But since the last

number of any code word is not equal to B_, on the whole the first

code word must contain no less than t + I numbers Bi (i _ Z),

which contradicts the code word structure. Therefore, the be-

ginning of any code word cannot coincide with anotLar code word,

which proves the prefix property.

In accordance with the first property, any block or sequence

of blocks is uniquely transformed into a code word sequence. Con-

versely, according to the third property, fz_m any sequence of

symbols we can identify uniquely the ensemble of any known number

of code words if the position of the first symbol of the first

code word is known. According to the second property, from the

identified code words we can recover the original sequence of

blocks. Thus, there exists a one-to-one correspondence between

th_ sequence of blocks and the sequence of code words. This makes
A

it possible to consider the code words as numbers of the cor-

e responding blocks. The fundamental difference between this

numbering technique and (i) consists in the fact that the number

"length" m t is not a constant quantity. In accordance with the

criterion formulated above, the effectiveness is determined by

26
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t (the minimal fixed number length) _d the averagecomparing log 2 Cn

number _t of symbols used to describe a single number when using

the subject technique. Since all Ct blocks with t ones aren

equally probable, then

i c, (2)

where the summation extends over all such blocks.

It is obvious that mt --mt (r). Therefore, for each t we

must use the coding parameter r -- rt which minimizes _t" Since

series (of zeros) length coding is effective for p <. 1/2, for

t > n/2 we obtain rt - i and mt _ n. In order to eliminate this

drawback, for t > n/2 we will code not the original block but

i rather a "complementing" block, obtained by replacing the zeros

by ones and the ones by zeros. It is obvious that then rt =

rn_ t and _t -- _n-t" Correspondingly, after decoding it is

necessary to replace the obtained block by the complementary

block.

Thus, in order to select rt (0 <_ t <_ n/2) and evaluate the

I effectiveness of the subject numbering technique we need to obtain

the expression for mt (r).
i

! AVERAGE CODE WORD LENGTH

Let us determine the number t + st of enlarged symbols obtained
n-t

when using the algorithm described above, where st _ T is the

number of enlarged symbols Az. If il, i2' ..., it are the
positions of the ones in a specific block and

u_=4-t,,_L--l_-s_'_l'.u., 0,_.,<1, k,_l,2, .... t (3)
I

(i 0 is assumed to be equal to zero), then for the subject block

',= _ _'," (4)
k=l

l
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In fact, it is not difficult to see that upon partitioning

there will be obtained the following sequence of enlarged symbols

.,liA l . .. ,iI ,,'1,,.Ai.4 a.. • ,'1! A,,,... A,.4;... ,4_.'1,,_.

e_ e't s"

And since mt = r (i + s t ), using (4) we obtain
t

m,= r(t- 9_)= r_t+
? j, (5)

where the overbar denotes ensemble averaging.

In accordance with (B)

,"(._"_= u) = T, P (._ = _), ( 6)

where P (st(k) = y) and P (ok = x) are the probabilities that

s (k) = y and ok = x. Then, considering that P (o k - x • n - t) ; /1.___88

0, we obtain

II :l '.p_1

_--I (;_el) I-I _,.-t

.--t ]
where 0:[_-3 and I:I is the whole part of z. Thus the problem

reduces to detePmining the distributions P (_1,: " x), k = 1, 2,

..., t. Since all the blocks are considered to be equiprobable,

P (ok = x) is equal to the number of positions in which ok - x,

divided by Ctn °

,-. We first of all show that
P

l' (cx_,-- .0 _ 1'(_1" .0, k -.....,' a, . .. , t. (7)1

For this, we examine an arbitrary arrangement of t ones specified

by the vector (il, 12, ..., i t ) or, what is the same, '_i' _2'

..., _t ). If ok # _i there exists exactly one vector_'_. "_..... _)

28
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in which a_ = ek, _ = oj = oj (J # i, k). But then the number

of arrangements in which oI -- x is exactly equal to the number of

arrangements in which ok = x. In fact, any arrangement with

aI = ek = x is considered simultaneously in P (a I = x) and P (ok =

x) and to any arrangement with _I = x # ok there corresponds one

and only one arrangement with a_ = ok, o@ = x and oj = o_ (J # l,

k). The equality of the number of arrangements with ml = x

and mk = x proves (7), and it is necessary to determine only

P (eI = x). If the first one in the block is located at the

i I = eI + l-th position, the remaining t - 1 ones may be arranged

among the remaining n-i I symbols in C_I_,= C__t ways. This

expression defines the number of arrangements with the specified

oI and I,(_,= _')= C_)x_,/C_. Then in accordance with (6)

0.+I 0_+1) X-I _--!

I X c,,_.+.,},,,,o{y '-, ,"-"=+-- - c,,+,}j, o= L 2, (81a'++tR _tg

and from (5) and (7)
t

¢,1

Relations (8) and (9) define completely the average code word

(block number) length.

EFFECTIVENESS OF THE SUBJECT NUMBERII_G METHOD

Theoretical analysis of (8) and (9) is not possible. There-

fore, we calculated the quantities mt for n = 63 and t = 0.1,

•.., 31 (as noted above, mt = mn-t )• Figure 1 shows the results

of these calculations• Curve i shows the behavior of m_ = m_ --
t

log 2 Cn, corresponding to optimal uniform numbering, and curve 2

shows the behavior of _t when using the algorithm examined above•6

AS we would expect, m_ <mt for any t > i, andmax(m,=m_}=m,--,
m: _gh_--m:b=g2l--P,',_ 4.2 binary symbols, and maxOTh--m;)/m: =

t
• _ • ,)

(_4- m,)m,4---_I,.8. Thus, considerable simpllfieatlon of the coding

procedure is achieved at the cost of effecti,eness deterioration

29
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mm

by no more than 4.2 binary symbols or a factor 1.28. In many

cases such losses are quite acceptable. Thus, when coding a

source _ith unknown statlstics,the coding redundancy of a block

of length n cannot be made less than 0.5 log 2 n[5], which in

the present case constitutes 3.0 binary symbols and is comparable

with th_ losse_ of this simple numbering technique.

67

o_i In applications such as
' space studies, certain other

_o! _/-_ characteristics are also impor-

.a0-, J_._7_/ _ tant -- for example, the maximal-/_ _ .--

_#!. /';/.{_/t--.../, possible gain in des cribing a
v_i ,_//_/q /" i block, equal to the difference

/J / • ,
' i_// !_ _ of the maximal number length

" ! /"
i <_/f _- and the number of symbols in the

zo </" block. In the optimal uniform

I_i_ numbering case, this difference

/ . . is negative for any t (its
8 IZ 15 I# fq Z4 t

maximum is reached for t = 31 and

Comparison of effectiveness of 32 and is equal to 3.3 binary

universal coding method and symbols) When using the p_o-
universal coding method with

the use of series-length coding posed numbering technique, mt is

with block length n = 57 also always smaller than n,

but the maximal value of mt may

exceed mt considerably and for large t may even exceed n. It
is not difficult to see that

(., ])max .it : r, t i"'L Ytl-"_--i' (lO)

,_ Illilt Ill t : : rtl.

' The horizontal dash-dot straight line 3 in the figure corresponds

i to the value n = 5?, and the dashed broken lines 4 and 5 cor-

respond to the upper and lower bounds of (10). The maximal

value of m t - n is reached for t = 23, and is equal to nine

3O
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binary symbols. This loss is not so large that the danger of

obtaining a small group of "inconvenient" arrangement would

force us to reject the use of th_s numbering technique.

There is a simple way to limit max {mt - n}. We write

ahead of each number an additional binary symbol and stipulate

that if it is a zero the following number is constructed using

the technique described above, and if it is a one the following

symbols are the direct form of the "numbered" block. With

this modification max {mt - n} = 1 at the expense of increasing

the length of most of the numbers by a single binary symbol.

Finally, we shall discuss briefly possible improvements of

the subject method which permit approaching £t to m_ and reducing

the dispersion of m t. The value of r t is a function not only of

the number t of ones but also of the block length n. For every

n', where i < n' i n, and every t _, where 0 < t' _ n', we can de-

termine the optimal value of the parameter r : r t - r (n' , t').
Then the previously described numbering technique may be altered

as follows. At the initial moment we use rt = r (n, t). Let the

first enlarged symbol be Ai (i < Z). This means that in the re-

maining part of the block of length n - i - 1 symbols there are

t 1 ones. But for such a "shortened" block with t - 1 ones there

exists the optimal value of rt = r (n - i - l, t - I), which ma_ not

coincide with r (n_ t). Therefore, the second enlarged symbol is

identified and coded using the parameter r (n - i l, t - 1).

However, if the first enlarged symbol is equal to AZ, then in the

second step of the numbering we use r (n - Z, t). After the /20

second step we again correct the parameter r, and so on until the

appearance of the t-th one, after which the numbering process

e terminate_. It is not difficult to see that in this case the

prefix property is again satisfied and uniqueness of the decoding

is ensured. The r (n, t) used in the first step is known a priori.

Therefore we initially identify the r (n, t) first binary symbol_

31
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and the enlarged symbol Ai. In the next step we identify the

r (n - i - i, t - i) binary symbols if i • I or r (n - 2, t)

binary symbols if i - Z. Using the identified binary symbols

we determine the second enlarged symbol, the new value of r,

and so on until the appearance of the t-th one.

The use of this procecure make_ it possible to reduce _t in

comparison with the basic subject technique. This follows

directly from the fact that in the basic subject numbering

variant we select the value of rt which is optimal in the mean

for numbering the entire block (up to the t-th one), while in

the proposed modification of the technique we select the optimal

value of r in each step of the numbering process (after identify-

ing the next enlarged symbol). The only drawback of this modifi-

cation is the necessity for realizing the function r (n, t) of

two variables. For rt with fixed n this problem is resolved

simply -- it is sufficient to have a log 2 (n + 1)-place counter

with the same number of coincidence circuits and a log 2 log 2

(n + 1)-place counter, since r t is a monotone function of

t (t _ n/2). In spite of the fact that r (n, t) is monotone

with respect to each varlable,lts realization is incomparably

more complex.

We note that it is possible to construct other modifications

of the numbering method, for example, using nonuniform series-

length coding [3] or modification associated with application of

the subject technique in the universal coding procedure. However,

these variants will not be examined here.
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MULTIPURPOSE INFORMATION COLLECTION AND

PROCESSING SYSTEMS

A. V. Kantor, S. M. Perevertkin and

T. S. Shcherbakova

ABSTRACT. We exam_ue the construction and

present a classification of multipurpose information
collection and processing systems which are based on
the use of information sorting with the aid of as-
sociative memories. Multladdress compression,
mulcichannel compression, and multipriority com-
pression processes are described.

The problems of space telemetry impose urgent requirements for /20

the development of the so-called multipurpose collection and pro-

cessing information systems. Here we mean by multipurpose data

collection and processing systems, those which compress multichannel

telemetry information with subsequent formation on board the space-

craft of several compressed data streams with prespecified charac-

teristics. The requirement for development of systems of this sort

is due, first of all, to the constantly increasing volume of meas-

ured information, increasing from experiment to experiment, _,'hich

must be transmitted and recorded (with subsequent retransmission)

over a few channels with limited handling capacity, the necessity /21

for integrating the telemetry system into the spacecraft con_._'ol

loop, and many other factors. In the present article, we consider

_ 34 _i ,
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three po;_ible forms of multipurpose information collec_ion and pro-

ees_in_ syztem organization: multlchannel, multladdre_, and m_itl-

priority.

DcpcndlJA_; on the multipurpose system organization form adopted

at their output, there are formed from the stream of non-equally-

spaced significant multlchannel telemetry information reading[ one

or more streams of equally-spaced readinds with one of the following

characteristics :

l) in the case of multlchannel organi atlon of toe multipurpose!

information collection and processing systems, the compressed infer-matron output streams are formed from those significant telemetered

i parameter readings which provide the specified values of the approxi-mation error in each transmission channel; the number of output

streams co_.responds to the number of different values of the original

analog parameter approximation error;

2) in the case of multiaddress organization of the multipur-

pose systems, the compressed information output streams 8_e formed

from the significant telemetered parameter readings with definite

destination address; the number of streams is equal to the number

of addressees;

3) in the case of multipriority organization, the significant

reading sequence in the output stream is determined by the value of

the priority labels assigned to each message source group; the out-

put may De a single stream, or the formation of several output

streams is possible.

Various combinations of toe multipurpose systems listed above

i can be used to create quite flexible information collection and

_ processing systems. We note that for creation of multipurpose tele-

6 metry information collection and processin_ systems based on the

. traditional adaptive dlscretization scheme_, the number of parallel

output stream formation channels would obviously be equal to the

i given number of these streams. Such multipurpose system construction

q
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cat_ lead to an inacaeptably cumbersome scheme. In the multipurpose

information _athering systems which u3e associative memories (AM),

which will be exa]ained h_,reafter, the formation of a whoIe series of

compPessed Information streams is accomplished in a sin£1e channel,

i.e., using the same equipment. Individual questions related with

the possibilities of using AM in telemetry information collect_on

and processing systems have been discussed in [i, 2].

The expanded block diagram of a multipurpose information col-

lection and processing system using an AM is shown in Figure 1. The

multipurpose telemetry information compression process is accomplished

DFS

-_eompress._ SRwAI _ _l_ ----"= h -_
from MS---_calc. | ,o,_ _ o _

-,_(readout)| o_ _2_ o_ofA, !
_u n_"m

h .--a

Figure i. Block diagram of multipurpose information
collection and processing system:

MS --message source; DCCAL --device for compress-
ing and calculating associative labels; SRwAL -- sig-
nificant readings with associative labels; DFS --de-
vice for forming streams; OSR -- ordered significant

readings

sequentially by the device for collecting and compressing informa-

tion and calculating (selecting) associative labels (DCCAL), and the

device for forming compressed data output streams (DFS). We note

that, in the case of multichannel organization of the multipurpose

information collection systems, the telemetered parameter approxi-

- mation error is the significant reading associative label, in the

multiaddress case the destination address is the associative label,
I

and in the multipriority case the message source priority rank is

the associative symbol.

36 f
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I

{
I

The output stream formation process includes both general I

azsociatlve sorting of the compressed telemetry information and the {

proce_ of _orting the ordered significant readings with respect to li

the outFut channels w_th subsequent smoothing of the nonuniformitles {
l

of ti]ese streams in a smoother. In the associative sorting process I
t

(Figure 2), there is formed a significant reading sequence, ordered I

in de_rea_ing associative label order, termed hereafter the ordered {
significant reading table, e_ _ of_._ng the ordered significant read- /22 {
ing table with respect to the output channels leads to the formation (

iAs{oclative| I

/ sorting _
_nl_u_ 'Ordered { {

 oortlngI Isamplingj I
/ \ / \ {

' Simple liCombined { Wlth tim_ With tim_ {

!/I {merglng,,separatn i'

' _ {Without | {WithoUt { {

[ - [rl°ri ';ch" s°rtd {oh"s°rtdlty i

J

Figure 2. Assoclatlve sorting classification
{

of R (one for each output channel) ordered significant reading se- i

quences, each of which includes reacings with corresponding associa- !

tire label values or ranges of values. In the following, these se-

quences are termed transmitted significant rea41ng tables. The com-

plete transmitted significant reading table includes, without excep-

tion, all readings from the general ordered significant reading

table. The formation of the ordered significant reading table can

be accomplished either in the process of entering the information

into the AM, if an AM with input sorting is used, or in the process

of reading the information from the AM, if an AM wlth ordered read-

. out is used.

6 In the case of information sortlnE in the process of entering

the readings into the AM with input sorting, we can spe_k of simple,

combined, and comb_ned-wlth-prlority sorting of the readings. In

37 i
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the case of slmple information zortlnE, the readings are entered

into the AM as fellows:

i) in decreazlng as_oclatlve label order;

2) without one-to-one correspondence between the cell group

address and the associatJve label values entered in any cell of

this group;

3) with loss of readings corresponding to the minimal associa-

tive label values in the case of AM overflow.

In the ease of combined information sorting, the significant

readings are entered into the AM in the following sequence:

I) in d,;:reaslng order of the associative label values;

2) with one-to-one correspondence between the cell group ad-

dresses and the associative label values of the significant readings

entered in any cell of this group;

3) with loss of readings with given associative label value if

all the cells of the group intended for entry of readings with asso-

ciative label values lying in the limits of the specified range are

filled.

In the case of combined information sorting at the inlet of

the AM with priorities, entry is accomplished:

I) In decreasing order of the associative label values;

" 2) wlth one-to-one correspondence between the cell group ad-

dresses arid the associative label values of the readings entered /2_3
4

in cells of this group, provided overflow of the cell group intended

for entry of readings with large associative label value has not

taken place;

38
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3) with loss of readings with minimal associative label

values.

Thus, in the simple information sorting case, we obtain float-

ing distribution of the readings with respect to the associative

label magnitudes In the associative memory. In the combined sorting

case, we obtain a fixed distribution, and in the case of combined

information sorting at the input to the AM with priorities, we obtain

a mixed reading distribution which coincides with the fixed distri-

bution in the absence of cell group overflow.

When using an AM with ordered readout, associative information

sorting is accomplished in the process of readout of the readings

from the memory in decreasing associative label value order. In this

r case, we can speak of quasi-fixed distribution of the significant
i

readings stored in the associative memory in the process of ordered /2__4
significant reading table formating using the cyclic sampling method.

L-

i! These associative sorting modes are shown in Figure 2. Figures
_ 3, 4, 5 show schematically the ordered significant reading tables

' for the AM input or output associative sorting modes examined above.

The ordered significant reading table is represented in the /25

form of a column of rows. Each row corresponds to a significent reading

with some particular associative label value, entered either In the

corresponding AM cell (AM with input sorting) or in the AM output

register (AM with ordered readout).

Significant reading sorting with respect to the output channels

(Figure 6) for multipurpose information compression in the genera]

case can be accomplished using the corresponding program in accord-
t

ance with the selected output stream formation criterion. This

sorting Is based on combining, in each output stream, significant
i

readings with different associative label values. In the ease of

formation of only a single stream of significant readings which

follow in a definite sequence, we shall speak of the simplest

39 =
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ISt r---........... ist [

_- .:_ r _ ,AMzOne r.... zone_ max
I'

i__ • k

2nd _ .... 2_ 2nd _i ; AMmax-I
zone i i zone l

! Zone! ............. AMmax_ 2
.......... Kmax F ...........

i

Zonel t

Kmax] _m:= m
L--.

l '
Figure 3. Table of Figure 4. Table of Figure 5. Table of
ordered significant ordered significant ordered significant
readings with fixed readings with mixed readings with float-

distribution: distribution ing distribution

¢i = ¢[Kmax_(l_l)]al

_ table zone used Output channel
for entering readings sortingwith associative
label values; al --

minimal possible asso- Program Simpleciative label value

1 _ K _ Kma x
With merging With separation
in a single out- of readings with

transmitted significant )ut stream of different AL
with values in dif-

reading table formation, different AL ferent output

In the general case, as values streams

mentioned previously, the

principle of combining in With sequential i _With merging I

each table of r_adings merging I _uslng nonsequen-_I tlal algorithm I
- with a definite range of

associative label values Figure 6. Classification of output
4 channel sorting modes

can be used as the basis

of transmitted significant

reading table formation. !
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Let us examine some variants of transmitted significant

reading table formation:

i) each table includes significant readings with strictly fixed

associative label value; the number of tables is equal to the number

of possible associative label values (multiaddress organization of

multipurpose information collection system);

2) a single table which includes readings with the complete

range of associative label (multiprlority organization of multi-

purpose systems);

3) R compressed message output streams or R transmitted signi-

ficant reading tables. The first table includes readings with the

largest associative label values in each formation cycle, the second

includes those appearing in the first table and also readings with

associative label values which are closest to the largest in the

same formation cycle, and so on. The last table includes the maxi-

mal number of significant readings transmitted over the radio llnk

during a time equal to the table formation cycle. The last table

is intended for transmission over a channel with maximal information

content. We call this type of output stream formation sorting with

sequential merging;

4) R output streams, where formation of the reading tables for

these streams takes place following a definite algerithm: in this

case, we speak of algorithmic sorting.

Smoothers with complete and partial register sets (Figures 7,

8) can be used to smooth the nonunlformities of the compressed data

output streams formed for transmission. In the first case, for

,_ , readings with each associative label value, the marcher has as many

output registers as there are output streams to which it is con-
nected. In the second case, for' readings with corresponding asso-

ciative label value, there is a single output register; however,

the control schemes are considerably more complex.

A
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!
l
!

ad

z *
|,Read

_Read Read i

Figure T. Matcher with com- Figure S. Matcher with ll_com-
plete register set plete register set

In conclusion, we note that preliminary calculations made by

the present authors make it possible to hope that creation of multi-

purpose systems using AM will provide definite advantages from the

viewpoint of size and weight characteristics in comparison with

similar systems constructed by traditional methods.
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ASSOCIATIVE COMPRESSED INFORMATION OUTPUT STREAM

FORMATION BY THE STATISTICAL TRIAL METHOD

A. V. Kanton, T. A. Tolmadzheva

ABSTRACT. We examine a technique for studying
the process of forming several compressed information
streams, and present some results of such a study.
We obtain the dependences of the output compressed
information stream characteristics on the input stream
characteristics, and also the dependences of the asso-
ciative memory operation characteristics on the input
and output stream characteristics.

References [I - 2] considered the general questions of construct- /26

ing multipurpose systems for the collection and proc_sslng of multi-

channel telemetry information and made an analytic study of output

stream formation for a channel with maximal information content. Re-

sults were presented in [3] of modeling of multipurpose information

collection systems with actual telemetry information which showed the

advisability of more profound study of compressed information output

stream formation.

Use of the statistical trial method [4] in studying multipurpose

information collection systems makes it possible to model on a digital

_ computer the process of output stream formation for a two-dlmensional

significant reading input stream with arbitrary distribution laws of4
both the time intervals between readings and the magnitudes of the

approximation errors corresponding to each of these sign_flcant read-

ings. Of significant importance for analys_s of the output stream

formation process is the establishment of the rel_tionships between
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the characteristics of the incoming significant reading stream and

the characteristics of the output streams; at the same time, there is

considerable interest in obtaining relations characterizing the opera-

tion of the associative memory, which is the basic element in realiz-

ing multipurpose information compression.

The present study is devoted to obtaining these r_l_tlonshlps by

the statistical trial method; we model on a digital computer one uf

the multipurpose compression modes (see [i]) -- multlchannel compres-

sion with number of output channels equal to the number of different

approximation error values with floating significant reading distribu-

tion in the associative memory, and with constant duration of the

multipurpose compression system operating cycle. Tl_e basic character-

istics of the incoming sample stream are two random quantities: I) z

is the magnitude of the time interval between neighboring significant

readings (for the simplest stream the equivalent quantity is the quan-

tity B, characterizing the number of significant readings per multi-

purpose compression system operating cycle); 2) ¢ is the value of the

approximation error, characterizing the significant sample. The two-

dimensional incoming significant sample stream model is used in model-

ing the associative output stream formation processes [5]. The number

B of significant samples per operating cycle is distributed in ac-

cordance with the Poisson law with parameter l:

I',(b) =_, (i)

where b is the value of the random quantity B; T is the operating

cycle duration (T = const); Iz is the average number of significant

samples during the time T; PT (b) is the probability that B = b.

Therefore, the probability density P (z) of the time interval z

between neighboring significant samples is

P(=)= _e-_'. (2)

._. In the modeling, we assumed that the approximation error ¢, charac-

f terlzlng each significant sample, is a discrete random quantity £K' /2__7

given by the distribution series:

I'l 1)_ • . • I' " ' " I'K.mx
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where I" is the maximal number of different error values. The
max

studies were made for a distribution series of the form:

PK _ P,.,e-ct_, I_ K _ K._,,x. (3 )

With account for the normalization

'_'Itlll X

Expression (3) is written as follows:

p._ _ e-cK.
K -- /_l_ta.'¢

In the modeling process, the incoming stream is represented in the

form of the sum of Kma x one-dlmensional streams. The characteristics

of each of these streams are the quantities ncK, defining the number

of significant readings with approximation error c = OK, written in

the associative memory during the rth operating cycle, i.e., during

the time T. Then,

_.J Nt K

A,cT----.l[{,,l_ } = "=' -' (5)

where _'K is the average den3ity of the significant sample stream

with error CK" It is obvious that

/,',,,._x (6)
;.= _Lt:.

The basic characteristics of each of the R output streams are:

l) (f)R-6 _ the clock frequency, equal to the significant4

sample repetition rate in the absence of dropouts; (R - B) -- the

stream number, 0 _ B _ R - i;

45 i i
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2) (¢)R-8 --approximation error, characterized by the follow-

Ing random quantities:

a) (_nb)R_8 --approximation pseudo-error, values of the error

e of samples entering the output stream with number R - 8;

b) (E+I)R_ 8 m maximal value of the error c of samples entering

the output stream with number R - 8 + l;

c) (Cn)R_ 8 --value of the error e of samples which are not

transferred to the output streal,_with number R - 8;

3) (Kcon)R_ 8 -- contraction coefficient of the clock frequency

in tL stream with number R - 6 relative to the _tream with number R.

The quantity (f)R-8 is defined by the relation

U),_-_= _'-t I 0_ __ a - I,II _-' (7)

where _R-8 is the number of associative memory cells from which /28

information is added to the information of the stream R - 8 - 1

to obtain the stream R - 8;

R

q'y='II

is the maximal number of significant samples entering the Rth output

stream during each cycle (see below);

]I I

(Kcon) _8- (8)

_ It is obvious that for the Rth stream_ (Koch) R = I.

i
Additional characteristics of the R th stream will be the quan-

tities S, defining the number of ordered s_nificant samples actually

transferred to the Rth channel in the rth operating cycle, i.e.,

during the time _.

_6
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The basic charactertstles and parameters of AM operation are:

I) the characteristics of the random quantity MEK , defining the

number of significant readings stored in the associative memory im-

mediately prior to initiation of sampling in the rTM operating cycle;

it is obvious that

me K _ n=K -!-m_K,

where m_K is the number of significant readings which are not trans-

ferred in the (r - I) TM operating cycle;

2) the characteristics of the random quantity mE, characteriz-

ing the length of the reading sequence, where

_IItaX

Inc "--- _ mcK;

3) T --operating cycle duration;

4) fR _ clock frequency in the RTM output stream;

5) _ --maximal number of significant samples entering the

Rth output stream during each cycle; it is obvious that

[I for m,>ll, ].= _ •

T, (9)
S= m, for m_<ll,

6) Pov -- probability of AM overflow:

Pov = p{,.,>EAM }, (I0)

, where EAM is the AM capacity;
#

7) (Pov)R_8 -- probability of overflow of the associative

memory zone, the information in the cells of which is used to form
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the stream wlth number R - B:

K_)vlx " 11--,_

'¢, '_-f I 'Y ",I

i

8) Pem -- probability of AM emptying:

eov----l'{S < H} = i --p {S > ]0. (12)

The souzht relations are shown in the table. /2___99

TABLE

%rgument Function Parameters Constants
iii

_con 1 Characteristics of random C/C n p
quantities ncK; meK; Crib; e+l;

an; S

_con 1 Quantities: Pov; Pem; (Pov)R-B P C/Cn

p n C/C n

3/Cn Kcon 1 P

P C/Cn Kcon 1

The following notations are used in the table: Cn is the nomi-

nal value of the coefficient C in (4); the nominal value of C is

defined by the relation /32

(13)#
i K=I

Kcon 1 = l'Kmax '-"_'

This expression _s obtained from (4) and (8) for B = R - i, and

p = i; p is the load, defined by the expression
#

x, (14)
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Calculate and print luslng subprogram PR {S}results using ROP

subprogram ]

ICalculate (Pov)R 8;Pov; M {me} I
land D {me} uslng subprogram |

: Figure i. Block diagram of IPR [(Pov)R-8 ' POV' M {me}, D {me}] I
algorithm of program for |

studying output stream for- _ Output
mat on process

Figure 2. Block diagram of algo-
ribhm of input stream formation

subprogram

I

i
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We _hall de_crlbe the block diagram of th_ algorithm for
i
: studying the output stream formation process. Figure 1 shows the

• expanded block diagram of the program algorithm for studying the
!

output stream foemat_on process. The program includes the followlng

+ basic subprograms: the input stream formation program (ISP); the

] significant readin_ zone information processing program (SRP)_ the

ordered significant reading zone information processing program

(OSRP); and the result output program (ROP). The following nota-

tions are used in Figure 1 [in addition to those indicated in the

text and the Relations (i) - (12) presented above]: i is the number

of the random number in the ISP subprogram (Figure 2); tr is the

rTM cycle termination time; rma x is the number of cycles.

In eact: operating cycle r the significant readings are gener- /33

ated using the ISP subprogram (Figure 2), the time intervals zi

are determined by (2), and the values of the approximation error eK

are determined by (4). The quantities z i and ¢K are formed from the

random numbers xi with uniform probability distribution in the in-

terval 0 - l, generated by a digital computer using a standard pro-

gram. Upon termination of the interval tr. 1 - tr, stream formation

ends. However, the possibility of appearance of the last reading

after the moment tr is not excluded. This reading is stored in the

transient reading (TR) cell, and is used in the next cycle. The

values of the reading occurrence time t = t i - tr_ 1 (ti is the time of

reading occurrence after the interval zi) and the error magnitudes /3_

eK are stored in the machine memory in the order of their entry into

the zone, called the significant reading entry zone. Then the in-

formation is processed using the basic SRP subprogram (Figure 3) and
_ the auxiliary subprograms in the SRP for calculating the mathematical

6' expectation M {neK} and M {meK} (Figure 4), histogram H {neK} and

H {maK}, dispersion D {neK} and D {meK} , and also the probability

(Ii) of overflow of the zone (R - 8), (Pov)R_B, mathematical

i
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Input

Set q = 0
Write 0 in all

cells ncK and m_K

Increase n by I

for information
in cell n

Yes No

Select en and Process using subprogram PH {neK}

Process using subprogram Process using subprogram PD {neK} I

?M {ncK, mcK}

I

I Process using subprogrem PH imEK} 1

I Process using subprogram PD {meK} [

L
I Process using subprogram P IP [(Pov)Z__; M {me} ; D (ME}]

Output

Figure 3. Block d_agram of subprogram algorithm for Drocess-
ing information in SR zone

expectation M {m s} and dispersion D {me } (Figure 5). The process-

ing proceeds sequentially by rows (cells) n. Upon termination of

processing, formation of the ordered s_gnificant readings (OSR)

zone Is accomplished, i.e., entry into the individual digital com-

puter memory zone of the information from the slgnlflcant reading

zone (without destruction): the information is arranged in the

ordered significant reading zone in order of decreas_ngthe ¢ values,

and for equal e in order of Increasing _. This process simulates

a_:_oclatlve information sorting in the AM. Then _nformat_on
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Figure 4. Block diagram of algo-,
rithm of subprogram for calculat-

ing M {riCK} and M {meK}

Output

processing is accomplished

using the basic OSRP subprogram

(Figure 6), and several auxiliary

subprograms. The information Figure 5. Block diagram of
is processed sequentially by algorithm of _ubprogram for

rows (cells) q and channels B. calculating "'_Pov;R_8, M "'tme_

This subprogram is used to cal-- and D {m e}

culate the characteristics of

the random quantities anb; an; e+l; S, and the probability of AM

capacity overflow Pov [see (i0)], and emptying Pem [see (12)].

Upon termination of the program in the significant reading zone,

the remaining information is "tightened" toward the beginning of the

significant sample entry zone, i.e., the cells which have been

5P
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Input

,L set,-. l
-- crease A b..y.I

u_ Set _ -

i _ Yes Check th cell in: ¥
I • |

,[Select_ , t_ I Check "_. Select I
Check _ss

Process using
" Check PM [s_PH{$% subprogram

Process using cell PD|5_ _nb_.,an_
subprogram yes I CnbC.,cnl

_._ Select_ Incr. ,by I
Check c th Set q.,_cell i_fo.'

[-+ Process Incr.
subprogram •

qth cell info
Zone tent zone

IsR,.and,,
J. Ch2ck

*-.4
Check _. I

Output,

cnl

Zone

i

Figure 6. Block diagram of algorithm of subprogram for

processing information in OSR zone

vacated are filled. Thiu terminates modeling of the rth operating

cycle, and transfer to the (r + i) th cycle takes place. Upon ter-

mination of information processing using the subprograms ISP, SRP,

OSRP (r = rmax), the results are processed using the basic HOP

I_ _ subprogram (Figure 7) and several auxiliary subprograms, specifi-

l tally, the subprogram for calculating (Pov)R_B and For (Figure 8).

During processing using the ISP, SRP, OSRP subprograms, data are
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_Input

IInput ISelect t _K'r_ ce--_l
D

r ITS, write in zone SR,|
Set p_,{ [erase cell TS info.

[ Deer.pby 1] In .

i" _ Select L , [

:. iCalc._ _& print I

{ |_OVp-_}_(p vl c. [ Set .-01

.by l_

yes I

i Calc. & print rp,<.i<Zp.

CheCknP>01/_o i. ualc" I Iner"
, Check

, i {Po_'.'=,Oov { ,Calc. ,.,.. _.,.

use vaz_ i
{talc. & print { select . I

{ _ re o

, [Calc. & nrlnt [)" 1 _., ,o°==_..__,o_..,,._.,,o w..o_v..oeo._%'no.""_! i {'} %" ' ' ri=. _, . I''"" zone SR][tv_ns n_,sa_pl

O' ---J iOutP ut
} Output

i
Figure 7. Block diagram of

! algorithm subprogram for Figure 8. Block diagram of algo-
l printout result rithm of subprogram for calculat-

ing (roy)R_6 and Povt

/o 20

I # I

o :o _° Kcon 1 I_ ._o Kcon 1
,_. Figure 9. Formation process

characteristics versus con- Figure i0. Formatlon process
6 traction factor characteristics versus contrac-

1 --C/Cn = 0.8; p -- i; 2 _ tion factor

C/Cn = i; p = 0.95; 3 _ I -- p = i; C/C n = 0.8; 2 --
C/C n = I, 2; p = 0.7 P = 0.95; C/Cn = I; 3 _ P =

0.7; C/Cn = i, 2
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f
I

i
l

. N ZO 1

0 I I ' I

_5 ,p _o , C/On _5 tp

Figure Ii. Forma- Figure 12. Forma- Figure 13. Forma-
Cion process charac- tlon process charac- tion process charac-
teristics versus teristles versus teristics versus

loading coefficient p ratio C/C n loading coefficient p

i -- N = 16; C/C n = 1 _ Kco n 1 = 8; 1 -- C/C n = 0.8;

0.8; 2 -- N = 32; p = l; 2 -- Kco n 1 = Kcon 1 = 8_ 2

C/C n = i; 3 -- _ = 16_ 0 = 0.95; 3 -- C/C n = i; Kco n 1 =
48; C/C n = i, 2 K = 32; P =con 1 16; 3 -- C/C n = i, 2;

0.7
Kcon 1 = 32

¢
i

accumulated for calculating the mathematical expectation, dispersion,

and histogram of the random quantities naK ; mcK; ¢_; Cn; ¢+1; S,

and data for (Pov)R_8 and For. The R0P subprogram is used to cal-

culate the aforementioned characteristics based on the operating

cycle rma x values.

The results of the digital computer study of associative output

stream formation are shown in Figures9 - 13. The data obtained re-

flect quite completely the relationships between the incoming signi-

ficant reading _tream characteristics and the output stream char-

acteristics, and also characterize the associative memory operation.

>_ In conclusion, the authors wish to thank I. I. Golovchenko and

R. A. Sagitov for their assistance in developing the program and6
making the computer calculations.
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ANALYTIC STUDY OP OUTPUT STREAM FORMATION PROCESS IN

MULTIPURPOSE INFORMATION COMPRESSION SYSTEMS

A. V. Kantor, S. M. Perevertkin and

T. S. Shcherbakova

ABSTRACT. An analytic study is made of the
output stream formation process for a system with
maximal information content. We take as the math-
ematical model the single-channel mass servicing
system with very simple input stream, with group
demand servicing, and Erlangian servicing inter-
val distribution. Analytic expressions are ob-
tained for several system state probability dis-
tributions and queue length mathematical expecta-
tion and dispersion which can be used for certain
simplified calculations of the formation process
of all the output streams, but with the use of
priority servicing and wltb a simplified serv_clng
interval model.

As was shown in [I], it is advisable to study the multipurpose /_35

information compression system by queuelng theory methods. In this

case, such a system can be considered a queuelng system with waiting.

A stream of significant readings with corresponding PsSoclative

• labels enters the input of the associative memory (AM) [2] used as

a sorter and buffer memory (BM) in multipurpose information com-

pression systems. The significant reading stream is taken to be

very simple (experimental studies confirm the validity of this as-

sumption for stationary segments of telemetry parameter behavior.
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I

The output of readings from the AM, i.e., servicing, is accom-

plished by groups of n readings durlnz the multipurpose information

compression system operating cycle.

In this study, the significant reading group servicing time is
i

assumed to be distributed in accordance with the Erlang law with

density

LA'TA'-i ,,

where A_'-__ ! is the average number of significant readings taken

from the AM into the matcher register per unit time; K is the para-

meter of the Erlang distribution. Specifically, forK_I/(_) _ _:'_,

which corresponds to the exponential distribution, for K = _ we have

the constant servicing duration case examined in [i].

In analyzing the states of the subject mass servicing system,

we use the embedded Markov chain method [3] in which the system

states are examined at strictly defined moments of time, namely,

immediately preceding the moments of servicing termination. We note

that here, as usual, by system states we mean the number of messages

(demands) in the associative memory at a definite moment of time.

The Chapman-_{olmogorov equations are valid for embedded Markov

chain points:

P. (j) .__ p,(j - t) p,,,(i),i (2)

where P,(]) is the probability that at the end of the jth cycle,

the system will be in the state n; P_(#--i) is the probability that

at the end of the (J - l)th cycle, the system will be in the state Z;

Pt_(_Is the probability of process transition from state Z into

state n, where

P.,(h= P (N(/)_ .'N(i_ i)= t).
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Let qb be the probability that in the jth cycle, the number of

newly arriving readings will be b. It is obvious that for 0_l_H ,

b = n, forH<l_Hwn, b_ u--l i-N , and for l>H@n, b does not

define the system state at the end of the jth cycle, i.e.,

_ for O_l<_ll--i,
Pm 9o,+H for II_l_ll.j-n. (3)

for [[+n<l< _o.

The corresponding transition probability matrix has the form (the /36

subscript J is omitted for simplification):

qo q, q2 q_.*-
qo qa qa qa...
........ //--1

qo qt q_ qa...
Jl1' li="' qo qt q_ qa...

0 qo qt q2'''
n+l

I_ 0 qo ql'''

• ° * • • • *

0 0 0...

With account for (3), Equation (2) is written as follows:

n--t It I.n

P,,IJ).= )J I.,q - l)q,.(D+ _ ;',(1- l)q_-,M/)=
I=O I=ll

._t .+n (4)
--q,(1) _ Pd]..-- l)+ _ l',(I--l)q,,_t,n(I ),

I:=0 ImlI

_0.

The probabilities Pn (j) satisfy the normalization condition
el,

)] _',,(/)'__" (51
nmO

For the steady-state regime(/-_), the system of equations (4) will

have the form
tf

Po '_ qo _ Pt + Pltqo,

I1--1

l_t ;-" qt _ Pl _f"Pnqt _!-1'11+ tqo,

I ........................... (6)
lI--I. 11 _n

% )
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In solving the system of equations (6), we use the generating func-

tlon method. We introduce the generating functions:

,,,, (7)1'(7,) : I ,,g ,

q(z) _ Y_q,,Z". (8)

Substituting the values of Pn from (6) into (7), we obtain

o., II-- t IT _n

_.(z)-- E z Lq,,T_1,,+ )] p,q,,_..=
n_O I_O ImIl

o,, i'_--I ¢w

= _ q,,Z" _ Pl .u _,Z"(Pnq. "Jr"Pn.q.-*... -F Pn.,,qo)
/

ll--I a_

-- Q (Z) ,-,_ 1', i- ,_oZ"(Pnq,_ .4-Pn;_qn-,']r . . . + Pn..q,). ( 9 )

The convolution of the two sequences (qr,) and 11'.,,,}appears in the /37

brackets in the right side of (9). Unwrapping this convolution,

we obtain:

_,(z):o(z)Y,_',+(Zz"q_)Zz'v...,,, (io1
l_-O nm*O fl_O

where

).]z"q.= V(z). (n)
n,=o

The sum _Z'q'u._ in (i0) can be transformed as follows:

ll--t

z"p,,._--_"l_'(z)--Z p,z']. (12)
_l=O IL'O

The Expression (9) can be written in the form

II--1 ll-.'l

P(z)_ (,(z) }.]r, +O (z)z-" [t,_z)- _ p,z'], (131
l:0 I_O

Solving (13) for P (Z)_ we obtain:

I _ Palz't- z5
,40 (14)

P(Z) _:- ZU
Q--_7-t

6O

I L__ , I II
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In the Erlanglan servicing time distribution case, the Expression

(8) for Q (Z) takes the form:

where _----iK]_2iis the load; K is the parameter of the Erlanglan

distribution; I is the Inccmlng stream intensity; _ is the number of

sIFnlflcant readings in th'_ group. Then (14) takes the form:

J;-i

/='@ , ,

,, .o(, (16)
Omitting the intermediate transformations, (16) may be written in

the form :

c
P (z)

'_-_ ' (17)(z_--z)

where C is a constant; Zj are the roots of the denomlnator of (16)

outside the unit circle. The constant C is determined from the con-

dition P (Z) = .I for Z = l, hence:

II+A'--I

c- H (z,-_) (18)i-n

Finally, we write the expression for the generat.4ng function P (Z): /3__8

II+I¢--|Zj--

_,(z)==l] _. (19)f=H

To find the system state probabilities, we expand the expression

for P (Z) into simple fractions:

i,(z)=_ + z,,_-z -I-... zL?zT-_... _ , (2o)

where the expansion coefficients 8_ are found from the expression:

•_-., (zi- I)
,,H

" I
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VaryinL_ v in the limits Hi-K--{ _H, and substituting the _orre-

spondlng exprenslons for (21) into (20), we have:

/,(Z}...._,_[, z , z ,, . , Z ,_ _ .]
I Z \# I Z 3 ]

| ,o.]"I- _"'L r. Z_.,.,! .t-_ +[_,,=)I-t_._.,)+ +
[, , (..z .].... +_ ....z.+__, . \_'-+_-,/ (22 )

q,

We obtain the expression for Pn from (21) as coefficients of the

corresponding powers of Z. Thus,

_'. _'n+, I_H+K-X

_',=_-_-.,+_ +... + -=-.z-+_-x ( 23)

If ZH is the smallest-in-magnltude root of the denominator of (16)

outside the unit circle, then the approximate expression for Pn
has the form:

1'_'__. (24)

The mathematical expectation of the number of demands in the system

and the dispersion of the number of demands are found from (22):

p (Z)
.'u(:v}= -_-- z=, (25)

and

d,PiS) t dP (Z) _,
D i.v}= _.z,Iz-_+ --at-,._- _-a--z-,l (26)

Direct ealculatlon of the first and second moments using (25) and

(26) is difficult. We use the seml-lnvarlant method of [4].

Setting Z = I° , we have

,v(0)= _ _'.l°", (27)
_,m0

A where M (8) is the moment generating function.

Taking the logarithm of' (27), we obtain the generatlnE function /3__99

of the semi-lnvarlants _ (e). The mathematical expectation of the

: number of significant reauings in the system and their dispersion

are obtained by differentlatlng the seml-invarlant generating
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function, setting _ = 0:

"+""' (28)
M(.V)= ,t._tm+ _ (Zi:t)",

+0 " O _-I!

IJ+A'--I

DLY} _'l+_uml _ Zj(Z_--i)". (29)
dO" Io . _ ,11

Let us examine some limiting Erlang distributions:

i) K : 1,!<11_+_I (servicing interval distributed exponentially),

2) K _,t<H<_ (servicing interval constant);

3) H + t. t _K<oo (single servicing);

4) H: _, t_K<-_ (group servicing wi_h servicing after a

single interval of an infinitely large numoer of SR).

For the limiting Erlang distribution cases presented above, we

obtain the following expressions for the generating function, dis-

tribution series, mathematical expectation, queue length, and queue

length dispersion:

Z I.-- I

p(z)= (30)
Zu-t (31)

Here, ZH is the single zero outside the unit circle of the denoml-

nator of (16):

,v (.v} .-="_-7, (32)

,.;. D{XJ =_. (33)

q H(_-_,_(z..t) |[ z.z,

2. P(Z)= zj,+.+w-z, , (34)

whore Zi are the root_ of the denominator insIGe the unit circle and

on its boundary.
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p. = (-- i) "_"a.-,,.nJ4 -- _., n< II - _, ( 35)
I [ 0 - z,)

ZtZ K ... Z,

flll-"_ _'_ " (11 -.) '
i'" i<K'_l<ll

II-t

rv_ I..0-r,)'_ _] t (36)M _.., = '.,(I-p) " _: _l) 'i-l

i II. *1

L/:,N} =-(t_2f')+GpIl(i--P)_llm(l--P)'f_(t-- p) -- t't_=_'_&3 Zi (37)

3. a)t<K< _°"
" zj-t (38) /40

j, (z) _ [[-z,.___.
j_l. " K

l'I (z,- i)
z_ _, _,__ J-,I (39)P.-- >3z,-_'-, . '

h

M I,V},= )] (Zj-- 1)-_, ( 40 )

i_ (41)
o{:v)= _ z_(z_- i)-,.

)=I

b) If=l, /, =1.
z,.-i (42)

p,,= ;_, - Zl-_.__itzt ��-z;'_ ' ( 43)
1

M{N) =_, (44)
F.,

D{A')= _. (45)

o) !! ,_:1, K,= ",o,
(i- p),z- t)

P(Z)= z,,,(t.z)_t , (46)
t--p for n=O,

(t--p)(#--i) for n=t,

Pa

_-- ' / {n--_)t in--3--1).J

s-, (_7)
,,,(_--pI

,_I{N}= _ __--:_, (a8)
+ 2p)-_- e_i,( I -- f,)' -- (1 -- p)'

;_ .o{.v) -_ (t r;t:--P) " (49)
t

4. a) II.='o, I ._ K < _ .

: 64 ,

O0000001-TSE14



_5

-- i I I I

!

00000001-TSFO'I



Upon zub:_titutlng into (19), In place of Z, the quantity

(i - Z/H), we obtain the expreszlon for the generating function

P (Z) [5] :
K

.", n(z_--i)
P.(Z)

,lJ.(z_-1)_-z " (50)

Equating the denominator of (16) to zero for S = N (Z - I), as

[I_ _, we obtain:

--9) --l=O. (51)

With account for the roots of (51), we have for the generating

function PH (Z):
K

liraP.(z)=H
"-'_ f-i_' (52)

where S, _re the roots of (51) for Re (S) > 0.
d

N
P, 5.

[illl---- _, f; ,,*i,,---" ( )'
where :

K

II

"_v -- j* i

,[,+-,__,.]j,ill ! " s -,,,--L, " # z"('+_)l,'|
K

lira .l! {.%'1.= _ ,_?, (54 )

lira oi.Vl . '>,,$,. (55)
H-*_ Ill i'=;

b) II = "_, K=I.

lira l'ji(g)= al_" (56)

e s, (57)
tl ._ II I

i !

lira _' I.',k = S[', (58 )
II.,_,L

li.l f_t'_ " Si" (59)

(,6
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C) I1_-= _, K _- :_.

Ii,ii lip(Z) _ enZl ( 60 )

lini _ _ t---[)"_,lr'-le--MI, (_1)

• .it i:Vl
lira --=p, (62)

II--._ l#

DI.Vl n (63)lim _ = _.II_x,

i Calculations were made of the functions M(N)IH and D{N)ID a as a
function of H for two values of the loading 9 A 0.8 and 0.9 (Figures

i, 2).
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DISPERSION SPACE RADIO LINKS

L. G. Sapogin and V. G. Sapogln

ABSTRACT. We examine the dispersion method of
information reception and transmission with use of
the dispersive medium in which the radio waves
propagate as an optimal filter.

Highly directional ground-based antennas with large effective /4B

areas and cooled high-sensitlvity receivers are used for communica-

tion with distant spacecraft• With the narrow antenna pattern and

weak signal, spacecraft search becomes a complex problem because of

the long time for establishing communication. The upllnk communica-

tion problem is s_mpler than the downlink problem for the following

reasons:

a) low onboard transmitter power; at the present time a trans-

mitter power of 100 W can _'e considered the limit, since increase of

the distance from the vehicle to the sun leads to marked reduction of

the onboard energy supply;

b) limited dlrectlvity of the onboard antennas because of the• r

severe requirements on spacecraft attitude stabilization in space;|

c) l:mited ground antenna effective area;

I
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d) the tremendous distances and inexorable law of squares

lead to a situation in which the communication problem at the pre-

sent time is resolved using all possible approaches (combined method).

Further technology development requires strenous efforts and large

expenditures in all these directions at the present time.

: It is well known that the outer-space and near-Earth plasmas

in which radio waves propagate have dispersion, which has always been

considered a serious obstacle for transmission of wideband and FM

signals, since they are distorted strongly because o£ dispersion [1].

Such dispersion-type signal distortions increase with distance, and

impose limitations on the transmitted information spectrum width.

For lunar distances, the dispersion limitations require signal spec-

trum width Af < 40 MHz, and at distances of billions of kilometers

the required bandwidth is on the order of tenths of a Hertz. The

existing long-distance radio commu_,Icatlon techniques have ignored

the dispersion properties of the medium and have considered only its

attenuation. The present study shows the possibility of using the

dispersion property of the medium In which radio waves propagate as

an optimal filter. For a given medium, the signal spectrum can be

selected so that the signal harmonic components, traveling with

different phase velocities because of dispersion, combine at the

, reception point in the required phase and create a local spatial re-

gion in which the peak signal power is very high. Here, the disper-

sion limitations will have a different nature, and the proposed

dispersion method of information reception and transmission may lead

to some progress in the questions of ultra-long-range space

communication.

GENERAL QUESTIONS OF WAVE GROUP PROPAGATION

IN DISPERSIVE MEDIA

First of all, we shall clarify how wave groups (::ignals)

q propagate _n dispersive media. This question is not newt and has

been examined in connection with study of electromagnetic wave

propa6atloa in feeders [27, plasma [3], ampl_fleation of light pulses
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in radar [5, 6]. If we start from the problem of compressing a wave

group into a nar_2ow pulse [7] (in the limit a 6-pulse), we can formu-

late two problems:

l) findit_g the form of the matched wave group (spectrum, modu-

lation law) which is compressed by a system with given dispersion

characteristics into a narrow _-pulse;

2) finding the required dispersion characteristics of the /44

system from the given form of the signal which is compressed into

a narrow 6-pulse.

The first problem is of primary interest for the creation of

dispersion-type space radio links, and the solution of the second

problem is analogous. We shall in the following assume that the

dispersive system is linear, i.e., its characteristics are independ-

ent of wave group amplitude. In nonlinear systems, the question of

wave group propagation becomes exceptionally complex, and has been

examined in part in [8].

As is known [9]_ if a signal v (t) acts on the system input,

the output signal will be

t
U(t) ,=..-_,

where

is the input signal spectrum; K (_, 2) is the transfer function of

the linear system. A linear di:perslve medium or system can be

represented as a symmetric quadrlpole with two independent parameters:

i___/q

i K(,,,,l) ,.-_''e_,l-,, (2)

whore a (_) is thu coefficient of attenuation or amplification of

the medium; vf (_) is tile wave phase velocity in the medium (the

7o
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dispersion characteristic of the system); and Z is the length of

the considered segment of the medium.

We shall examine two different dispersive systems Kc (6, Z) and

Kp (6, Z), and two wave groups: broad X (t) and narrow Y (t) with

spectra Sx (6) and Sy (8), respectively. Assume that under the ac-

tion of the broad group X (t) on the input of the system K c (8, Z),

there arises at the output the narrow group Y (t), and that under

the action of the narrow group Y (t) on the input of the system

Kp (6, 5), there arises at the output the broad group X (t) (reversi-

bility). It is obvious that:

K_(_,l)= s.(_) (3)
Sx to) "
Sx (o)

g. (,o,0 = s'_7-_" (4)

Hence, it follows:

Ko(.O,l) _ K_c_,_ (5)

_o(o) = - ap(o), ( 6 )
vjo(,o)_ - vj,,(_). ( 7 )

We see from (6) and (7) that the characteristics of the "narrow-

ing" and "broadening" systems are mirror symmetric relative to the

axis. The transformations performed on the wave group are not

equivalent to reversibility of the propagation process (i.e., re-

placement of t by -t). Whlle the system with normal dispersion and

attenuation a broadens the narrow pulse, in the system with mlomalous

dispersion and amplification a, this broad pulse will be compressed

into a narrow pulse. We note that all processes in systems with

- a # 0 are irreversible. If the dispersion law is not altered, the

siI_n of the time for the pulse changes. For example, if a linear

FM pulse with time-increasin_ modulation frequency is subjected to

compression, then, as a result of broadening of the narrow pulse, /45

we obtain a broad pulse with time-decreasing modulation frequency.
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We note that (6) and (7) are valid for mutual transformation of a

definite narrow pulse into a definite broad pulse and vice versa,

but not for an arbitrary broad or narrow pulse. In this case, the

same dispersive system may narrow one pulse and broaden the other.

FINDING THE SPECTRUM OF A WAVE GROUP COMPRESSED

INTO A 6-PULSE IN DIFFERENT DISPERSIVE MEDIA

Assume that in one case a wave group 6 (t) arrives at the input

of the system K (_, Z) and is broadened into Y1 (t), while in the

other case the wave group X 1 (t) acts on the samc system and is com-

pressed by the system into the function _ (t - T). Then we can write:

+e

Y, (f) e-i_t dt
(9)K(,,,Z)=

+_6 (t -- ¢) e-_t dt

(i0)

After integrating and equating the right sides, we obtain:

}',(t)e-"'dt I X, (t)e-i.'dt= e-" (11 )

or the relation between the spectra:

Since the spectrum of the 6-functlon:

S6(o)= i 6(Oe''dt ":i" (13)

by comparing (13) and (i), we obtain the condition under which a

_,: wave group in 6-function form is obtained at the output of the

6 dispersive system:

' (14)
K(',,,I)8o(.,)_S_(,,)= I, K(.,,,I) a t_)"
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This formula makes it possible te find from the specific form of the

dispersion characteristic the spectrum ok the signal which is com-

pressed into a 6-pulse and, conversely, to find for the case of a

specific signal, which is compressed into a 6-function, the required

dispersion characteristic of the medium. The exact solution of this

problem for a specific dispersion law and wave group always involves

considerable mathematical difficulty in calculating the Integral (I),

which, as a rule, cannot be calculated exactly, and is evaluated

approximately by the steepest descent method or on computers. There-

fore, it is bette_ to proceed in the opposite direction --make the

mathematical study for approximate dispersion equations, when the

Integral (1) can be calculated exactly.

For an approximate qualitative evaluation of the signals which /46

can be compressed into a 8-pulse, we shall use the following simple

analytic equations, obtained by graphical approximation of the actual

dispersion characteristics in some frequency region. The linear

normal dispersion:

o'• _T,;' 0<_,<_,, K(%l)=expF ,,,,z/ I '3
J

The hyperbolic normal dispersion:

"_' O. io.( _, K(.,l) =eXl, '":'v, -c ,,7' ,,,-] (16 )

The parabmllc normal dispersion:

, to[ _I ,

I (17)

Approximation of anomalous _ispersions yields the same results, but

with inverse law of frequency modulation within the wave group.

_. We find X (t) for the linear normal dispersion:

io, i•i X(t)= ._T.__,xpi-;- e'"d,. (18)
- _ -tOil

The sought intergral can be tabulated. The result will be:
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X(t) _ j: _-_,xp[--,i_ :_./|_xpj,_C i z_---Y--,I' (19)

i.e., if a wave group of very high ampl_tude, with carrier frequency

varying in accordance wlth a definite ]aw_ arrives at the initial

moment of time at the input of a system wlth linear normal disper-

sion, then a 6-pulse i_ obtained at the output. Let us examine the

same ease for hyperbolic normal dispersion:

I °" /- (IO)l .

X(t),-_ ','_,I _.-_exp--tT/eX p _, "7",• (20)

Any wave group of constant amplitude and linearly increasing modula-

tion frequency is compressed into a 6-pulse. For parabolic normal

dispersion the analysis is difficult, since the resulting Integral

cannot be evaluated. Evaluation by the steepest descent method

yields the same result as for hyperb_ilc normal dispersion, but wlth

nonlinear modulation law within the wave group. The estimates made

above are very approximate because of the unmeallzabillty of such

dispersion equations for the eondltion a = 0. Moreover, the 6-

function yields an infinitely broad spectrum, while real wave groups

cannot have such a spectrum. Therefore, it is necessary to solve

the problem for an output signal in the form of a real A-pulse.

FINDING THE DISPERSION CHARACTERISTICS WHICH

COMPRESS SIGNALS INTO A REAL A-PULSE

The correctly introduced real A-functlon for wave group repre-

sentation must satisfy the Laplace equation and be sufficiently simple

so that the resulting integrals can be evaluated. We take an auxili-

ary function y (t, p), for which p > 0 depends continuously on t, /47

and In the llmit takes the values:

! _ for,>0,, p)=, for,=o, (21)
l--T for <0.

This requirement is satisfied by '_ function whose graph coincides

with the functlon y = 1/2 sgn x,
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e-."_ d_ = aretg'7" (22)T(t,p)=--_ .i.,_t r
0

The derivative of y (t, p) with respect to t, which we denote by

A (t, p), will be:

A(t, p) ffi ,_ r_oa_tdco = T ?r_'il ( 23 )
o

It is obvious that

(_ fort.O,limA(t,p)ffi (24 )
_ for t = 0.

timI a(t,p)at=1,
(25)

6(t)ffilimA(t,p). (26)

In the case of conventional integration of thls function, the limit

passage must be performed after calculating the integral. In other

words, the small parameter mast have lower order of smallness than

the Increment At. An integral with such a A-functlon denotes cal-

culation of the limit of the sum as At _ 0, p _ 0 and At/p �0.

Such integrals are improper integrals, and the function utilized is

a generalized function.

Since the introduced function A (t, p) is the real part of the

analytic function

(27)

It is a solution of the Laplace equation and, consequently, can

describe real wave groups. We find the spectrum of the function

A (t, p):

_. (28)

Now it is not difficult to find the connection between the wave

group and the transfer function of the system which compresses this

group into A (t, p):
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.... _.._ .................. . ............ ....................................... .................................. _......... -_.

,-s_l ( 29 )K(_, I)S (,,,)= e-*_l, X(,,,. 0 _ _ •

As p _ O, the Equation (29) becomes (14). Wu note that the form of

(29) changes very little with change of the teclmlque for specifyinF,

A (t, p).

COMPRESSION OF LINEARLY FREQUENCY-MODULATED WAVE

PACKET WITH GAUSSIAN ENVELOPE

The complex espression for the linearly frequency-modulated

wave group with Gausslan envelope has the form

$ (t)= exp(- ti/7')ex_[i(oit+ Tt')l, (30)

where T means half the pulse duration at the 0.37 maximal ampllt,lde /48

level. For a linesr _ v2Piatlon law, the instantaneous signal fre-

quency takes negat%'ve values in some region. ID this connectlonj

we assume tbc_b:

12TI ;''<°% (31)

and the region of negative instantaneous frequency v_Iues corresponds

to negligibly small wave group amplitudes. We find the spectrum of

such a wave group:

S(,i) := e-I't dt = exp -- _ 2 ol--100 t .

We denote 1 - iTT = _, and obtain:

, [ (---ol',"l i TV'.L,x$(,i)= -[oxp L-"-_J_®e-Z'dz :, _ p ---_ J (33)

We flnd the modulus of the complex number _:

" =I" 'li -=_"i-"_,_'#".

,. " Separating the real and ImaElnary parts in (33), we have:

'V._, _ ,,. -- ,_.m1 [,( )]i S(,O :.-_--eXPL---.h-r-joxp L, 7r'_ -"i'll, _arctgTr' , (34)
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where (_ 2,. |/[.bl'-'rL :lz the effeetlve spectrum w_-Ith. Conzoquent]y,
-" =T ;--2' r

the amplltudo _pectrum of such a pulse has Gaussian form and I:_ con-

centrated near the centoP frequency 0' U_nE (29), We find the

transfer function of the optimal dSspersige medium:

I (0_--c,).,)_] . . _ - _.,fl I q

h-(,i)= o_pL-7-lOOp {_ ,[rr,' _-w--- -_-._g xr'j}, (35)

where ]K(o)l_exP[ (_-(_')_]•] is the amplltude-frequency characteristic

•i -utl,*-,,)b):I .. ,..IIof the medium and B(o) =oxp --tL;,tL---_--Tate_gTl']; is the dispersion

_h-..seteristic of the medium.

If a linearly frequency-modulated wave group is passed through

a medium with these parameters, at the exit from the medium we obtain

an amplltude-modulated wave group of bell-shaped form, for whleh

csrrier frequency modulation is abseDt:

Comps.rlng (36) and (30), we can see that the output signal duration

is reduced by m times and the amplitude Is increased by _ tlmes in

cump_rison with the input group, i.e., the pulse has been compres_cO

by m times. Th_s also follows from the energy conservation law.

The signal enerBy at the entrance to and exit from the disper-

sive medlura is defined by the expressions:

= is(.,ol_a,,=Een _a

1 'It IS(,,)l*a.o= WEex =

The signal compression factor is equal to the ratlo of the entering /49

wave group duration to the exiting wave group duration:
u

Ten TenEe2n
m m-- -- = n T

Tex Eex en Fen'
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where

II : _" , _o(,,,) 2""--L
i; .to4(u,l,l,,b %_'

iz _I_onormed spectral donzity. Since o0 (m) << I, then _ _ ].

Thus, the compression factor Is equal (in oL-_er of magnltude)to the

product of tilesignal duration by its spectrum width:

1il t, T AW.
en

For frequency modulates _ignals with large deviation frequency

rd, the occupied band width Am = 2_/fd, then:

m _ 2=idTen, (37)

but this is simply the modulation parameter of the frequency-modu-

lated pulse. It is clear that for a given dispersive medium increase

of the duration %n requires corresponding increase of the frequency

deviation and this makes it possible, purely theoretically, to ob-

tain any compression factors. In practice, the entire problem lies

in radiating the frequency-modulated pulse with very large frequency

deviation in accordance with a strictly defined law, since the

stability of thA medium at large distances is quite high.

ON I)i.SPE_TON OF MEDIA USED AS OPTIMAL FILTERS

According to the latest experimental data [3], interplanetary

space Is a plasma with particle concentration N = 100 el/cm3. For

such concentrations, we can ne61ect the magnetic field influence

and consider the plasma nonmagnetic and collislonless. The disper-

:_1on equation of such a plasma has the form:

I',_- e . 1//_
--" (38)

6 ]. t

For the interplanetary plasma, the frequency m0 is low, and for

sufflciently high frequencies, we can expand (38) into a series
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in powers of _o/_, and consider only the first two terms of the

expansion. Then,

{',_ :_1- _ .'TJ. (39)

which is greater than the sp_ed of light. Formulas (38) and ($9)

lead to good agreement with the experimental data for the inter-

planetary and near-Earth plasma.

In the general case, the dlspers_on of outer space is determined

by the magnitude of the integral electron concentration (IEC), which

for near-Earth plasma varies continuoucly, depending on the time of

day, season, and solar activity cycle in the limits (I - 8) 1013

el/om 2. Change of the IEC may lead to change of the compression

factor m (Figure i). In addition, the magnitude of the IEC for near-

Earth plasma depends on the magnitude of the zenith angle e follow- /5__0

ing the law (Figure 2):

Ni " Ni0_@,

where Ni0 is the IEC in the normal direction.

Figure i. Compression factor Figure 2. IEC as function of
as function of IEC and dis- zenith angle

. taltce

Studies made using artificial Earth satellites have shown con-4

cluslvely that, along with the regular daily variation of Ni, there

are observed irregular variations due to ionospheric nonhomogeneltles.

The ionospheric nonhomogenelty dimenslon spectrum occupies the

}
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Interval from several hundred meters to several h,mdred kilometers,

and the magnitude of the electron concentration _luotuatton increases

with increase of nonhomogeneity size and lies in the range AN/N •

0.1 - 50_. Studies of the Mars and Venus ionospheres during

fll_hts of' the Mariner 4 and Mariner 5 spacecraft make It possible

to evaluate the magnitude of the dispersion of the ionospheres of

these planets. Using the electron concentration distribution pro-

files in the Mars Ionosphere [i0] and Venus ionosphere [ii], we can

flnd the IEC along the radio wave propagation path and the rate of

Itn variation as the vehicle approaches the planet. Calculations

show that Ni along a ra> in the Mars ionosphere may reach values of

Ni _ 1013 el/cm 2, and in the Venus ionosphere --several orders

g_+eater, NI _ 1015 - 1016 el/cm 2. According to the latest data, in

th_ Sun's supercorona region (cuter region of the corona at a dis-

tance greater than five sun radii) the electron concentration N

decreases, followlng the law [13]:

NI (R) = I.I 1023 R"2,

where R is measured in meters. For super-long distance spacecraft

studying the depths of the Galaxy, the IEC may reach 5 •

1021 - 5 1023 el/cm 2 [14]. !

On the other hand, the question of electromagnetic wave disper-

sion existence in a vacuum has been posed many times, and Is of

definite theoretical and practical interest. Rozenberg's data on

electromagnetic w_ve velocity measurement in a vacuum for a very J
wide frequency band after averaging yield the followlng table +

[15, 16]: iz
!

Wave frequency f, Hz 109 10I% 1019 I0_2

_+ Propagation velocity 299,787._ 299,781.7 298,300 A97,400
c, km/sec

Q

We see that the difference of the velocities at the edges of the band

studied amounts to i;, which corresponds to velocity change per unlt /51

frequency equal to:
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More precise measurements made in the RF band confirm this value

of T. RozenberE himself [16] questions the existence of dispersion

in a vacuum, in contrast with other authors. Specifically, Teller

[19] proposed explodlng an atomic bomb in space and measurlnE the

difference of the time of arrival at the Earth of the light and

gamma rays.

It Is not dlfficult to find the shift in seconds for frequencies

of different electromaEnetic waves emitted at the same time from

some object:

Al=tl--/, =

where cI and c2 are the electromaEnetlc wave velocities at the fre-

quencies fl and f2" Kotelnikov and other authors [S, 12, 13, 17, 18]

have drawn the conclusions on dispersion in interplanetary space.

DISPERSION LIMITATIONS IN LONG-RANGE

SPACE RADIO LINKS

When organizing long-range space communications, it is neces-

sary to consider the dispersion properties of the near-Earth plasma

and Interplanetaey space, since signals are distorted markedly when

transmitted over long distances. Therefore, it is important to

clarify theoretleally the limitations which arise. The group velo-

city of signal propagation in a dispersive medium is:

Vg r • on,

where n is the refractivity of the medium. For a collislonless

_'i plasma,

l " =V °

where f0 • 8 . 1071N is the number of electronsJ e and m are the

electron charge and mass. Then, the time of signal propagation
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between the points X1 and X2 for arbitrary electron concentration

variation law will be

t

t- e j . ="_-_,--'/r/ '-,

where f is the signal center frequency. For f2 >2 fo 2 (condition _f

radio transparency), this expression may be expanded into a power

series, and we can write in the first approximation:

,= ri'_ N dx.

The first term is t_e signal propagation tlme in free space, and

the second is the lag effect from dispersion, which depends on the

frequency. Any transmitted signal occupies some frequency band Af,

which is connected wlth the signal duration T by the known relation:

Al=_. (40)

Since the signal lag time is inversely proportlona] to frequency

squared, we will observe a difference in Its magnitude at the edges

of the signal spectrum. Let the signal spectrum upper frequency be /52

fu = I+_A! , and the lower frequency fz = I--_A! . Then,

!
If Á_TA/, which Is always the case, then

,.tO' r(/u--/zJ(lu+i,) I_' .,__ S.i_MY,a_
_t= r ] 1,l.-"_"-J ) "= = _';'_'- ) ""_" (41)

L _ _ d Rt xl

If the time At is commensurate with or gre_ter than the transmitted

signal duration, undetectable signal distortions and information

_ _ loss occur. Expression (41) with account for (40) may be written
_' in the form:

@
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This inequality is the condition for undistorted signal transmission

in long-range space radio links. For circumlunar distances [20],

the quantity

i'Ndz= Ni= 5.10"el/cm 2.

Distortions will not be observed for a signal frequency f = I OHz, if

Af << 40 MHz. For vehicles located beyond the Sun's supercorona or

used for studying the depths of the Universe, the quantity Af will

be on the order of fractions of a Hz.

Changeover to the optical band (use of lasers) would make it

possible to increase the signal spectrum width for long distances,

but it is difficult to count on the appea;_ance of such communica-

tions system_ in the near future [21, 22].

INFLUENCE OF PLASMA NONHOMOGENEITIES ON WAVE GROUP

PROPAGATION IN OUTER SPACE

Random nonhomogeneities influence wave propagation in a medium:

they cause amplitude and phase fluctuations of the harmonic wave

which depends on the frequency, i.e., there occurs a sort of disper-

sion which shows up in frequency dependence of the harmonic wave

amplitude and phase fluctuation. Therefore, during propagation in a

medium with random nonhomogeneities, the wave group will alter its i
form. Let us assume that weak large-scale nonhomogeneities are pre-

sent only in the right-hand halfspace (x > 0). From the left-hand

halfspace (x • 0), there is incident a wave group of arbitrary form:

U,(z--ct)- *_C(wt)expII_L(_--_)ld_,, (43)
mm

where the harmonic components of the wave group have the spectral

_, amplitude

- -a,), (44)
i
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In accordance with [2S - 25], the electromagnetic field intensity /_

can be expressed in terms of fluctuations of the wave level B (k, x)

and phase S (k, x):

/,/(w,,_) = C(_,)*'xl,[- _ - tO(w,, x)B(to_,_)+ B 0o_,z)15(,-..r) �I_(.r- ct)l, (45)

where C (_l) is defined by (04). After integrating (05) over all

frequencies, we obtain the general expression for the field inten-

sity in the wave group:

= I coo,)?_pt- _ - _) + _0o,)+
�iS(,o,) �i_o,Or-- ct)l_t,,_,. ( 46 )

hence •

",_it0°,) +/¢0",) _"i {80",)-- ,f(',II + t(_, - _)(_ -- ct))d_31d_.

This quantit,! can be found as a result of statistical sveragil_g of

the factor

exp(B (o,,)+ B (,o,)-i"t I$ (,,',)-- $ 8o,);}

in the integrand. Oonsiderlng a normal distribution law of the

quantities B(,o,),fl(.,_).S(_,).S(_,), it is not difficult to obtain the

expression for the average value of this factor

then,

- -_ S_(,o,) �L_0o,)e(o,,) �S(_,,)8(,o,)+ l l_(_,)$ (_o,)+
+ s (_,)s (,_,) �(,,,,- ,.,,)(_- _Oi}_-,_,o,. (_7) ,

We see that the mutual co_relation and auto-correlation functions of

the level B (_) and phase 8 (_) fluctuations at different frequencies

appear in the integrand. _f we assume that the correlation
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coefficient for the refractivity fluctuation has Gaussian form:

!n
-exp_ ----Zr---i,

with account for the method of [24, 25], we obtain

I?7,t,= ._._c(,,,,)c(,,,,)exp{-_ [_. +

3Z ---P--

,,+,,+=,vmreX.+,,,[,+m_]+-- I 4'DIDi

•i"t I_ ('_,)-- _ (,o,) -_-:r(ki -- k,) -- (w; -- m,)tl} d_i du,,,
( 48 )

--i _ II Iwhere _ Is the mean square of the refractivity fluctuation nI

n (_i) at the frequency "}i;Di " 4 x/k!L2| the correlation function

of the field fluctuation is assumed to be Oaussian, with nonhomo-

geneity dimensions L. We examine the propagation of an arbitrary

pulse in a nonhomogeneous medium. We expand the exponent in (48)

into a series in powers of vi - "i - _0' and neglect terms of
third order:

J_'I_",l._C(m,+ n)¢(._+ %)oxp{-a(%- v,)'+

+ l IQ(_I- v|)+ p (vl- 4)1i:a%_v,, (_9) ,

where

o. {+".'<".++.>+ + +.T. 11'
, • v+.,,+,,r, .__, ,.+:,'_ , 1-4-+,.

P., ++_- t - r_'_il ,- ' 'T "--Z;--_" 4"0_,,)- i,.

In these expressions, all the quantities with zero subscript
t

relate to the frequency _0' and the differentiation Is made with

respect to ,.,. We shall examine an input signal with amplitude

spectral density:
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(m..m,_ v!

C(,_)= Cd-"nr-= C.e'W. (50)

This spectral density distribution selection makes it possible to

examine all the physical phenomena of interest and, at the same time,

simplifies the claculatlo_ of (49).

Substituting (50) into (49) and integrating, we obtain:

+o1' �o.]"' I- "
l

Thls expressiop describes the influence of plasma nonhomogeneitles

on wave group intensity. The nonhomogeneity factor is taken Into

account by the coefficient 0. By definition, G depends linearly on

distance. We see from analysis of the pre-exponentlal factor in

(51) that the wave group intensity decreases inversely as distance

because of the defocusing action of the nonhomogeneities. This con-

clusion is independent of wave group form and nonhomogeneity varia-

tion law. The only requirement is the normal nonhomogeneity dlstrl-

butlon law, which, generally speaking, follows from the Lyapunov

central limit theorem [26].

DISPERSION-TYPE SPACE RADIO LINK

Whon organizing optimal long-range space communications usin8

the proposed method, it Is necessary that the spacecraft remain con- L

stantly in the region of maximal signal power. To this end, the

maximal power region is displaced to follow the spacecraft by selec- 1
!

tion of the radiated signal. Information transmission is accomplished

Pulse Code Modulation (PCM) methods. The dispersion-type space Iusing

link consists of the transmitter with variable signal deviation I

frequency, the medium, and the receiver whose passband can be varied

on command from the Earth and must increase with increase of the

communications distance. The frequency-modulated transmitter pulse :

with decreasing modulation frequency has the duration _, which in- /55

creases with increase of the distance, while the signal center fre- '

quency f0 does not change (Figure 3). The rate of change of the
J
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modulation frequency 6 • 2 _d/¢ and I ill

the center frequency fO In this I _I 11

' VViV 'signal are constant at all times, I II

while the spectrum width increases I0 r lit IJr I_r
linearly with distance, me re- I I I

bor dband,andspecialstudyshooed  VUlVViv
be devoted to its detailed analysis. Jt Ill
The filter for the receiver is the *

space medium itself, while the re- Figure 3. Types of radi-
ated radio slgnals for

ceivlng element may be a broadband different communication

maser with controllable band, fol- distances

lowed by a detector and amplifier.

After the video amplifier, the signal and noise enter a resolver

wlth suitable observation criterion: this may be a Zigert-Kotel'nlkov

ideal observer, Neyman-Pearson minimal risk observer, or a minimax

observer. For transmission of telemetry Information from aboard the

vehicle to the Earth, the average risk must be minimized by using

group codes _27].

We shall analyze the variation of the signal compression factor

with distance. With increase of the distance, the signal compression

factor increases because of the dispersion of out,._rspace, and de-

creases because of the defocuslng influence of tne plasma nonhomo-

geneities. If the compression factor decrease because of nonhomo-

5eneities is greater than the factor increase, thls will hinder

organization of long-range space communications by the dispersion

method. We have already seen that the signal compression factor is

." equal to :

m-2_ fd_.

_ Subntituting herein (41) and fd _- Af (which is valid for large
#

modulation factors)jwe obtain

,6.40,tv.
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With increase of the distance, the required pulse duration will in-

crease linearly. In order that the spacecraft he at all times in
!

! the maximal signal power region, it is necessary that the radiatedI

I signal duratlon and frequency deviation Increase linearly w1_h

I distance

Fd = AFt,

where F0 Is the initial frequency; A Is a coefficient of propor-

tionality; then,
tom|._("¥,N I'

m (52)

i.e., the compression factor increases as the cube of the distance.

Wlth increase of the signal c_mpression because of dispersion and de-

focusing by the nonhomogenelties, the signal power will increase as

the _quare of the distance. Since the energy flux density at the

reception point is inversely proportlonal to the square of the dls-

tance, we flnd that the peak signal power at the reception point

will be independent of the distance. Thls conclusion is valid only

in the case when, with increase of the distance to the spacecraft,

the transmitted signal duration and frequency deviation increase and /56

the deviation magnitude is not too large.

In the case of compression of a rectangular frequency-modulated

pulse, there arise additional slde lobes on which slgnal energy Is

expended uselessly. Detailed examination of this question shows

that the signal which is optimal from this viewpoint must have a

Oauselan envelope. If we select a signal frequency 4evlation from

I00 to 500 MHz, the maximal pulse duration for communications wlth

Mars amounts to about 34 msec, and with Jupiter --about 0.5 sec.

The compression factors obtained are 5 ' 107 and 109, respectively.
.e

Y;_ The dlspersion-type space radio link can operate In two regimes|

compensation for compression factor fluctuation by means of the

plasma nonhomo_enelties, and antenna "noise compensation" by varying

the antenna zenith angles. The first regime is provided by select-

ing the operating point vf the radlo llnk at the maxlmum of the

00000001-TSG 10



compression factor versus IEC curve. As is known, antenna noise

increases with increase of the zenith angle, which reduces the

_ignal/nolse ratio. On the other hand, the IEC also varies with

zenith angle change. With seleotlon of the radio link operatlnE

point in the region 2 (see Figure I), we can obtain an approximately

constant value of Ps/Pn for various zenlth angles.

In order to establish contact with ex%raterrestrlal olvillsa-

tions and automatic interstellar stations of the future, it is neces-

sary to resolve the problem of interstellar communications, which

can be broken down into three basic aspects [14]:

1) is it possible to transmit a siena1 over very lone dis-

tances and, if so, how is this best done;

2) how can we attract the attention of other clvilizations,

or vice versa;

3) how and in what "language" can meaningful information be

interchanged w_th a completely forelgn civilisation.

The most important aspects are the first two, since the large

distances make information transmission unusually dlffloult, and

searchlng for signals at various frequencies and elevation angles

is quite Impractlcal. On the basis of the present level of the

development of radlophyslce, we can expect, in principle, the crea-

tion during the next 10 - 20 years of antennas with effeotlve area

105 m 2, and receivers with noise temperature Tn • 1° K. Estimates

for the isotropic case [28] show that such a receiver can record a

signal from any point of the Universe from a transmitter with power

P _ 1034 erg.sec "1 At the present time, the total amount of energy

+I radiated each day by mankind amounts to about 4 . 1019 erg, while :
J

the Sun's energy output per second is 4 . 1033 erg, which is an i

order of magnitude less than the required transmitter power. .,

O0000001-TSG11



The dispersion into_natton transmission method makes possible a

new approach to the problem of seeking extraterrestrial civilizations

and providing interstellar communications, It is advisable to or-

ganize the search as follows. With the aid of phased antennas lo-

cated at different points of the terrestrial sphere, we can create

in the distant zone a spherical wave radiated by several frequency-

modulated transmitters. By varying the transmitted signal duration
i
i and deviation magnitude, we can "probe" various spherical layers of

the Oalaxy, increasing the search radius in the course of time. In

order that the signal be compressed into a 6-pulse in the region

1 of OV-Cetu_ with frequency deviation from the optical to the RF band,

a pulse duration of about 5 sac is required, and, in this case, the

compreeslon factor m lOI_ - lO13. It is obvious that reception of

extraterrestrial civilization signals must be accomplished wlth the

aid of exceptionally wldeband receivers of the Kotel'nikov receiver

types. Only after establishing contact wlth the civilization is

dispersion-type co_,_,unlcatlonswith directive antennas organized.

The described technique of dlsperslon-type reception and transmission /__

is known in nature. Thus, certain forms of bats [29] apparently
utilize the properties of acoustic dispersion of the surrounding air

space and radiate ultrasonic frequency-modulated signals which are

compressed into a _-pulse as they propagate. This technique in-

creases the range of action and resolution capacity of the ultrasonic

radar.

In conclusion, we note that the described principles for the

construction of dispersion-type space radio links provide potential

noise immunity.

The authors wish to thank Pr(_. P. A. Agadzhanov, Dr..rech. Sol.,

and Yd. K. Khodarev, Pr. Tech. Sol., for their valuable comments,

_! discussions, and svpport in this study,
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SPACECRAFT ANTENNA SYSTEM DESIGN

A. P. Alekseyev, B. A. Prlgoda and

L. I. Skotnikov

ABSTRACT. We examine methods for ground
development of unmanned spacecraft antennas.
Considering the scope of this question, the ac-
cent is on the methods and devices for evaluat-
ing the characteristics of nondirectional an-
tennas with ambient condition simulation which
is as close as possible to the actual conditions.
Special emphasis is given in the article to the
questions of measuring directivity characteris-
tics and studying antenna corona formation.

! The problems of designing antenna systems having nearly optimal /58_

I characteristics are becoming increasingly important in connection
I

with the rapid growth of space technology and, particularly, the

development of unmanned space stations. In the present article, we

exami;Ae some aspects of ground-based development of antenna systems

' associated with the methods and equipment for ground-based develop-

ment with the closest possible simulation of the actual operating

-_ conditions of spacecraft of the subject types.

• In cont.,as_ _ith the conventional antenna systems intended for

stationary and mobile radio equipment designed to operate under

_round-based conditions, the development of antenna and feeder sys-
tems (AF8) for spacecraft requires that several specific conditions

II, 93
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be met. Basically, these conditions reduce to the following two

requirements: isolation from the influence of the Earth and surround-

ing objects; simulating the ambient medium conditions characteristic

for the spacecraft during its operation. The validity of the results

obtained during development of spacecraft AFS, and the quality and

reliability of operation of the onboard radio equipment and of the

spacecraft as a whole, will be determined by the degree to which

these requlremen_s are met.

Research and development associated with spacecraft antennas

are usually carried out on special antenna test ranges, equipped with

stands which permit measuring the spatial directivity characteristics,

and chambers of various sorts in which the AFS are tested with par-

tial or complete simulation of the actual ambient conditions. As a

rule, either full-scale prototypes, the real spacecraft, or their

models are tested. Antenna development is carried out on models con-

structed to some definite scale when full-scale operations are im-

possible because of the large size of the spacecraft, or because of

the impossibility of avoiding the influence of the Earth and sur-

rounding objects -- for example, in the shortwave band and longwave

part of the UHF band.

The capabilities of the modeling technique are limited to the

cases when the structures of the antennas and of the spacecraft it-

self are relativel_, simple, and the external contours can be de-

scribed by simple surfaces. In this case, modeling is accomplished

comparatively easily and the electrodynamic properties of the model

are very close to those provided by the surface of the actual space-

craft. However, in the case of complex spacecraft shapes, the crea-

tion of an electrodynamic model which simulates completely the sur-

face impedance distribution of the actual vehicle is practically

'i_. impossible. Therefore, the study of spacecraft AFS on a full-scale

prototype is most acceptable. In this case, particular attention

must be devoted to simulation of those components which are not

•,. structurally rigidj and may change their position or shape in the

i course of the flight. For example, this applies to evacuated

i _ 9zl
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barrier thermal insulation (EBTI), which is a multilayer composition

of fiberglass cloth and metallized film used to protect certain por-

tions of the spacecraft surface, and also to the extendible booms,

hatches, and so on. As a result of gaseous component release, the

I EBTI may expand in vacuum and its shape may change. Such changescan lead to redistribution of the surface currents excited by the

antennas located on the spacecraft, which in turn causes distortion

of the antenna pattern and disruption of communication between the

spacecraft and the Earth. This effect is particularly undesirable

if there are on board Doppler radio equipments, which are very sen,i- /59

tire to parasitic fluctuation of the signal received by the receiver

due to the presence of surface segments with varying impedance char-

acteristics, which may lead to the appearance of a false signal and

interruption in system operation.

Thus, the first and foremost requirement for AFS development

is complete simulation of the external electrodynamic properties of

the prototype, and assurance of the required stiffness of all the

prototype components which participate in the formation of the basic

parameters and characteristics of the spacecraft antenna system. In

the following, h_ present some examples of how spacecraft APS devel-

opment is carried out. Because of the limited space available, the
t

discussicn is restricted to only certain AFS characteristics: spa-

tial directivity pattern and electrical strength of the antennas

. under nearly realistic conditions. The study is made for broad-

beam antennas, for which the spacecraft hull is an active elementi

which influences these characteristics.

STUDY OF SPATIAL DIRECTIVITY CHARACTERISTICS

A large number of test facilities intended for the measurement
• w

'__ of spacecraft antenna directivity characteristics have been described

in the literature. In spite of their variety, they can be broken
I

down into quite clear classifications. Firsts they can be sub-

:,, divided on the basis of the degree of automation of the test object

I displacement process and recording and pro_essing of the results

i into fully automated facilities, partially automated facilities,

i 95
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and manually controlled facilities. Second, they can be classified

on the basis of structural characteristics: with stationary measuring

radiator, and with mobile radiator which displaces relative to the

test vehicle center of mass. Other classification criteria can also

be used, for example, based on the nature of the radiation source

used: ground, airborne, or galactic sources.

In any case, regardless of the construction and nature of the

test stand facilities used, they must be subject to the basic require-

ments on which the measurement accuracy and validity of the results

obtained depend. These requirements amount to the fact that the dis-

tance between the test and auxiliary antennas must satisfy the dls-

tant-zone conditions: the signals reflected from the ground and

foreign objects must not affect the measurement results, and the

mutual coupling between the test and auxiliary antennas must be negll-

gibly small. As is known from the literature, the first condition
i

is satisfied when the distance Rmin between the spacecraft being

tested and the auxiliary antenna:

where A is the wavelength, D is the maximal antenna dimension; k is

the coefficient defining the measurement error. If the tolerable

error AE in determining the field intensity is no more than I_,

this expression takes the specific form:

2_
R=,a'-F. (2)

The measurement accuracy will increase with increase of the distance

between the test and auxiliary antennas. This is shown in Figure i.

In order to reduce the distortions caused by interference be-

'_ tween the direct rays and those (secondary) rays refle@ted from the

ground and local object, the area between the antennas must be open,
the antennas should be located on towers, special reflecting panels L60

should installedor mats made Trom radiation absorbing material be

i between the antennas. The antenna height above ground and the

96
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minimal acceptable distances from the nearest interfering objects

which create secondary waves are determined from the formula:

H _ _ It...

where Drad is the linear dimension of the auxiliary antenna.

The antenna test stands are calibrated
4_,"/o

tenna characteristics. ,o

If the auxiliary antenna dimensions t.o
are less than those of the test antenna,

I I

i.e., the auxiliary antenna has a broad 0'1_2._4'S 40 _,0_

directivity pattern, then the Condition Figure I. Measure-
ment error versus

(3) becomes: distance between
_J' antennas

where D is the linear dimension of the test antenna. We see from

what we have said that it is best to work with highly directional

auxiliary antennas.

Figure 2 shows schematics of test stands used to study the

directivity characteristics of spacecraft antennas. In the variant

of Pigure 2a, the test vehicle is mounted on a horizontal pivoting

platform, which provides azimuthal rotation relative to the vehicle

center of mass with any orientation of the vehicle axes in space.

The variant of Figure 2b differs in that the vehicle is mounted on

a system of flexible cables, rather than on a rigid base. By choice

• of the cable support system and using a drive located in the cable

support system, it is possible to make measurements of the spatial

_i_ directivity characteristics. This scheme is particularly convenient

_', when conducting impedance measurements, and also in studies of the

t polarization characteristics, since it permits altering the vehicle

height above ground in wide limits, and thereby provides optimal

isolation from the ground. In order to achieve optimal isolation_I

! it is best that the towers and area between them be covered by

li
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.... _ iH

M _

Figure 2. Antenna direotlvit¥ characteristic mess-
. urement etands_

_,, i -- test vehlsle; 2 --auxiliary antenna; 3 --
drive; 4 -- radiation absorbing materlal; 5 -- re-

flecting panels; 6 --cable support
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panels and mats made from radiation absorbing material. The test

stands in the Figure 2a and 2b variants are used in studying space-

craft antenna systems intended for operation under free-space

conditions.

Special stands are used to conduct studies of the antenna sys-

tems of lander-type spacecraft which are intended for operation from

the surface of planets. An example of such a stand is shown in

Figure 2c. The landing vehicle is mounted on a surface simulating

the assumed planetary soil model in the landing region. The auxil-

iary antenna displaces along a circular arc at a distance R>D'Ik

from the lander's antennas. The signal level is recorded on the

tape of a recorder which displaces synchronously with the measuring

antenna movement. Studies of the directivity characteristics of the /62

landing vehicles of the unmanned Luna, Mars, and other space stations

were made in this way.

STUDY OF SPACECRAFT ANTENNA ELECTRICAL STRENGTH

One of the specific haracteristics of spacecraft antenna

operation is that of functioning under conditions of a highly rare-

fied gaseous medium. Observations made during flights at altitudes

on the order of several tens of kilometers above the Earth have

shown that antenna breakdown may occur even with low input power,

measuring only a few Watts. Arcing occurs in those cases when the

electrical field intensity reaches a definite level above the criti-
i

cal value. The use of dielectric coatings is advisable in order to

reduce the field intensity level and reduce the possibility of arc-

ing. The field intensity in the dielectric decreases in proportion

to the magnitude of the relative dielectric permeability of the

coating material.

_' If these measures are taken, breakdown of the gaseous medium

e surrounding the spacecraft will exert the primary influence on the

electrical strength. Breakdown may show up either in the form of

i a spark discharge between individual parts of the structure, or as

i a corona discharge having the form of a plume which develops on some

e_
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part of the antenna. The nature and !I_ Hz/
intensity of hish-frequenoy breakdown P.ut0M

temperature of the gas, the presence

of ionizing radiations, the frequency,

average power, and duration of the m_ , , .....

high-frequency signal, the dimensions t425t_a tJ_4_ _'m_"HE""_'"

and shape of the antennas, and so on. Figure 3. Breakdown power
As a rule, in studyin8 the dlscharEe versus pressure

mechanism and developin8 practical

recommendations on compensabing for the discharge, the primary atten-

tion is devoted to experimental rather than theoretical studies,

since the latter constitute a quite formidable task.

The minimal electrical strength of an air medium is obtained

when the antenna electromagnetic field circular frequency _ is equal

to the frequency v of electron collision with neutral molecules,

which is expressed in terms of the gas pressure p in mm Hg as

follows:

_==5,3.i0'p.

Consequently, we can write for _ = v:

p_ = 36,

where _ is the wavelength in cm. Figure 3 shows the characteristic

curve of breakdown power dependence on pressure for signal frequency

_20 MHz. We see quite clearly the pressure region where breakdown

shows up for minimal values of the power supplied to the antenna.

_Ith increase or decrease of the working frequency, this region will

displace along the pressure scale to the right or left, respectively.

_. Special chambers are used to conduct such s Gudles. Figure

shows a schematic _f a chamber in which experimental studies wereJ
made of the whip antennas of the Mars 3 unmanned space station

landing vehicle. The hemispherical fiberglass dome is equipped with

viewing portholes. The vacuum pump system provides a vacuum of

100
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figure _. Radlotransparent vacuum chamber for developing
antenna and Feeder systems:

i --vacuum cha_er; 2 --test article; 3 --" ionizer lamp;
4 --vacuum evacuation system; 5 --control console;

6 -- radiation absorbing materlal

1 i0"4 mm Hg, which is quite adequate For simulating the pressure both /63 ,I !
in the descent trajectory and after the landing vehJ'le touches down

on the surface of the planet Mars. A special gas supply system I
makes it possible to create in the ¢_amber cavity a gas composition I

i

simulating various Mars atmosphere models. Simulation of the solar i

radiation which creates the Initial ionization was accomplished by i

!

tubes of the PRK (mobile X-ray uni_) type located inside the dome.

' By altering the pressure, gas composition, and level of the power

supplied to the antennas, we can evaluate quite completely the poe-

: sibillty of the occurrence of high-frequency breakdown on the antenna I

under Foreign planetary atmosphere conditions. J

• Studies made in recent years have shown that gas composition has

very little effect on breakdown level, me primary influence is

i+ that of pressure, me formation of ionisation which transitions

into corona is a very undesirable phenomenon which increases the

+ high-Frequency losses, changes the antenna input resistance, in- ii
creases the standing wave ratio (SWR) in the channel, distorts the

101 .,
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directivit_ pattern, leads to partial or complete shlelding of the

antenna, failure of the onboard transmitter, and so on. The photo-

graphs in Figure 5 show how the corona formation distribution pattern

on a whip antenna changes with change of the pressure of the medium

in the chamber. Beginning at the end of the whip, at a pressure of

0.073 mm Hg, the corona formation extends over the entire length

of the whip, reaching maximal intensity in the 1.0 mm Hg region for

frequencies of _ 400 - 500 MHz.

Figure 5. Corona formation on whip antenna at
different pressures

I_ is obvious that the critical pressures in the atmospheres

_i_ of the different planets do not show up at the same heights as for

_' terrestrial conditions. Therefore, the problem of corona formation

J during entry into the atmospheres Of these planets will arise in

diCferent parts of the entry trajectory. In this connection, it is
4

important to select the transmitter frequencies and power of the

capsules and landing vehicles intended for descent to the planet

"_ 102
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surface, since the critical pressure at which breakdown begins is

very sensitive to frequency. In the Earth's atmosphere, the point

corresponding to the minimal breakdown voltage value appears in the

region where the product of the pressure (in mm Hg) and wavelength

(in cm) is between i0 and _0.

One of the problen_s in spacecraft antenna design is that of

gas release from the materials forming the spacecraft shell, antenna

insulating washers, disks, and so on. An experiment has been de-

scribed in the literature in which a slot antenna filled with poly-

styrene foam operated satisfactorily to pressures of 0.0_6 mm Hg

with 200 W power. During repeat tests, after three-day exposure

in a vacuum chamber, breakdown was observed at 80 W power. Gas re-

lease from the materials in high vacuum complicates this problem.

The high temperature conditions on the surface of the Mars end Venus

probes and landers make the problem associated with outgassing

more critical.

INFLUENCE OF SURFACE HEATING AND PRESSURE

The influence of temperature and pressure at the spacecraft

surface is important not only from the viewpoint of the possibility

of distortion of the antenna characteristics as a result of corona

formation. Heating of the spacecraft surface may lead to change of

the properties of the dielectrics used to coat the antennas, change

of the geometry of the antenna itself, and so on. In this case,

there may be marked changes of characteristics, such as the antenna

input impedance, which Inflt_ences directly the channel SWR and radi-

ated power level, and distribution of the high-frequency currents

over the vehicle surface, which basically determines the spatial

directivity pattern. It is obviously best to study the spacecraft

_. or their individual components which are subject to heating or cool-
ing, together with the antennas and high-frequency channel compon-

I
ents which are located in these areas. Two measurement facility /65

. schemes are used for this purpose. Xn the first ease, the heat

source and radio emission (radio reception) source are separated in

space. Figure 6a shows a schematic of such a faclllt¥, The exhaust
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a

, Figure 6. Schemes for heat testing lander antennas
installed beneath _hermal insulation layer:

.' 1 m Jet engine; 2 _ lander thermal protection coat-
ing; 3 _ test antenna; 4 _auxiliaPy antenna; 5

mountin[ booms

_r.

'.I of a _et engine is used as the heat source, ms radio emission
sour,ce is losated at some distance from the te,t antenna. During

,:, the heating process, a record is made of the signal received by the

; test antenna, and the shange of this signal, an_ also the SWR varia-

i rich, is used to evaluate the degree of effect of heating on the

.!
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antenna. Another facility scheme (Pl_ure 6b) is also possible, in
which the Sur_ is used as the heat source and radio emission source.

Tnls Is acc_>mpllshed _it_ the aid of a parabolic mirror c..ncentr'_tor

at the focus of which the test vehicle wlth antenna is located.

Heating _s accomplished by the radla,,_ energy of the solar spectrum

and the Sun's electromaEnetlc flux In the RF band is used as the

source of information on the nature of the change of the radlotechnl-

cal _,roperties of the antenna. The advantage of this facility con-

figuration is that the Sun's RF emission spectrum Is practically cen-

t_nuous, and check of the antenna parameters can be made simultane-

ously over a very wide frequency range.

In conclusion, we shall discuss briefly the facilit_ used to

evaluate the operation of certain antenna units under hlgh pressure

conditions which occur, specifically, on the surface of the planet

Venus. Such a facility is shown in Figure 7. It was used to test

the Venus landers and, specifically, to develop the mechanism for

firing the ejectable antenna of the landing module of the Venus 8

unmanned space station, which is shown in this same figure. The

ejectable antenna was ejected at a gas pressure on the order of I00

aim, and heatlng of the ejection mechanism to 400 - 500° C. The ef-

fectiveness and reliability of the ejection mechanism was evaluated

on the basis of the cage ejection height. The spacecraft antenna

and feeder system can be equipped with various mechanisms, with the

aid of which rotation, opening, and other displacements of the an-

tenna feed system are accomplished. In these uases, AFS reliability

must be verified on the Earth in order to increase the reliability of

AFS mechanism operation under actual conditions. To this end, the

spacecraft AFS mechanisms are tested in vacuum chambers anl in ther-

mostats, with heating or cooling of the mechanisms and the AFS.

_,, Examination of the technlquee for developing spacecraft AFS
makes it possible to draw the following conolusionss test stand

facilities intended for development of the spatial diractivity

"' 105• _.
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characteristics of spacecraft antennas should provide maximal iso-

lation from the Earth, and introduce minimal distortions into the

measurements; the vacuum, thermal, and other special test stands

must simulate, as far as possible, the actual conditions of space-

craft AFS operation: temperature, pressure, gas composition, Sun's

radiation spectrum, and so on. The successful flights of the Luna,

Mars, Venus spacecraft confirmed the effectiveness of the methods

used for ground development of spacecraft AFS.

,8
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LOW-SILHOUETTE SPACECRAFT ANTENNA SYSTEMS

B. A. Prigoda

ABSTRACT. We examine ways to reduce the
silhouette and overall dimensions of spacecraft
antennas.

The modern spacecraft is connected with the external medium by /67

a system of sensors, optico-mechanical sensitive elements, antennae,

and other special devices, each of which has a definite zone of

action (spatial angle operating sector). In solving the general

problem of studying outer space and the properties of the atmos-

pheres and surfaces of the celestial bodies, we often must make com-

promises to provide the maximal capabilities for operation of a cer-

tain group of onboard devices and artificially narrow the zone of

action of the remaining instruments and devices, which are of less /68

importance in the particular experiment. This approach is definitely

undesirable, since it leads to a situation in which there is reduc-

tion of the potential capabilities of the scientific, telemetry,

radio command and other systems, located both aboard the spacecraft

•t;A and along the communication line between the spacecraft and the

_" Earth. This frequently takes place because the zones of action of

e the various sensors, antennas, and other sensitive elements overlap

:. spatially. When configuring these elements aboard the spacecraft

within the limits of the specified overall weight and definite

limitations on the dimensions, it is not always possible to separate

108

00000002-7S803



these instruments in space as they should be and mutual shadowing

takes place, which leads to a situation in which -- if there are

aboard, for example, optical orientation sensors -- certain parts of

the active scan zone are cut off, and if the celestial body falls in

these regions, interruptions will take place in astro-orlentatlon

system operation. This leads to lengthening of the orientation

seances and, consequently, additional expendlture of the service

life of the onboard equipment and power supplies, which in turn leads

to increase of the overall weight, and so on.

In the present article, we examine some questions associated

with reducing spacecraft antenna system dimensions, or m as _re usually

say in aviation, reduction of the antenna silhouette or design of

low-silhouette antennas.

Up to ten or more antennas, each of which performs a definite

task in regard to information reception or transmission, are in-

stalled aboal'd the modern spacecraft. The following approaches can

be used in resolving the problem of reducing the antenna system over-

all silhouette and dlmenslons:

i) creation of frequency-independent antennas [I], i.e., com-

bining the functions of several antennas operating in different

bands and having analogous electrical characteristics into a single

antenna unit ;

E) creation of controllable antennas [2, 3], i.e., combining

the function of several antennas with different electrical charac-

teristics into a single antenna unit;

3) optimal configuration of the onboard antenna and feeder

_,, unit with scanning and connection of the antenna with optimal char- :
acteristics to a common feeder channel at each specific instant of.f
time [4]

"_. 109
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4) use of time diversity between the information reception and

transmission seances in the case of overlap of th. sensor spatial

operating zones and antenna directlvity patterns in the presence of

their partial mutual shadowing;

5) use of magnetodielectrlc coatings which make it possible

to obtain the required antenna characteristics with reduction of

their overall dimensions [53.

The first technique has been quite thoroughly studied at the

present time, and is widely used in practice. Thus. in spacecraft

engineering various log-perlodic structures (planar, cylindrical.

hemispherical, and conical) are quite frequently and successfully

used, which make it possible to obtain the same electrical character-

istics in a wide frequency band with overlap on the order of i0 or

more, i.e., fu/fZ _ I0, where fz is the lower edge of the frequency

band, fu is the upper limit of the frequency band.

At the present time, the second technique is gradually beginning

to be introduced into the engineering of spacecraft antenna units.

This approach involves changing the configurat_c _ of t:,e antenna or

certain of Its mechanical or electrical characteristics, so as to

vary the required antenna parameters, dependln_ on the specific task /69

imposed on the antenna at the given instant of time. The antenna

system of the Venera unmanned space station can serve as an example.

At certain times during the transfer trajectory, the station oper-

ates in the single-axle orientation regime, and rotates about the

direction of the sun, close to or coincidlng with the axis of prin-

cipal moment of inertia. In order to provide communication wlth a

ground station, It Is obviously necessary, in thls case, to have

,,_ either an antenna unit which tracks the direction to the Earth or an

_, antenna with radiation pattern of funnel-shaped form wlth maximum

• t oriented toward the Earth. Since in the transfer trajectory, the

@un-vehlcle-Earth (SVE) an_le varies following a definite law, It is

obvious that the Earth will gradually leave the zone of action of

the antenna pattern maximum. In this case, in order to ensure

Ii0
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optimal communication along the

entire transfer trajectory, it

is necessary to have several ,/%_Sun

antennas with funnel-shaped ./'°"
/

cooic lradiationp tternbut Vehlcle iwith spatially separated pat- _SVE
tern maxima covering the zone

of possible SVE angles for 2_w_ "-----d.__ E-

the given vehicle. _I_N*
The figure shows the curve __l___p._ o

of anglev ri tionandthe %///'I \\
set of radiation patterns cover- mSVE k./ ,it _k'2_'P'H

ing the SVE angle variation _ --_
zone (_SVE mln + _SVE max ). As _max ----

the antennas which provide pat- _ _-_

terns of funnel-shaped form

with elliptical polarization _min

of the antenna radiation field,

it is customary to use for
Curve of SVE angle variation and

spacecraft log-periodic two- set of radiation patterns cover-
and four-turn conical and hemi- ing the SVE angle zone

spherical antennae for which /70

the width and orientation of the radiation pattern maximum is deter-

mined basically by a single parameter --the spiral wrap angle. The

radiations patterns shown in Figure I are provided by three four-

_urn conical log-spiral antennas with spiral wrap angles equal to

_3°, 52°, and 65°, respectively. For the given antenna class, the

p_oblem of providing with a single antenna all three of the radia-

tion patterns mentioned above reduces in practice to gradual varia-

_{_., tion of the wrap angle from 45° to 65°. A similar effect can be
_,, achieved by locating passive elements of the metallic disk or ring

type at the apex of the spiral [3].

.q
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The third and fourth techniques have much in common with one

another, since they are based on alternate use of individual antenna

elements with utilization of retractable booms, deploying mechanisms

and other mechanisms which make it possible to reduce the dimensions

of the system as a whole. In addition to the necessity for intro-

ducing certain mechanisms into the system, another drawback of these

techniques is the presence of electronic analyzing devices, which

are bound to have some influence on the reliability of the entire

system. Studies are being carried out at the present time to opti-

mize the onbaord system and maximize is reliability.

Reducing the size of the antenna radiators proper, even with

account for the possibility of using the aforementioned techniques,

is still advisable. Since simple reduction of the dimensions of

any antenna leads directly to distortion of such parameters as the

input impedance Sin , directive gain (DG), radiation pattern shape,

polarisation properties of the antenna, and others, it is necessary

to find techniques for reducing the geometric dimensions of the an-

tenna such that its electrical characteristics will remain unchanged.

One such technique is to locate the antenna in a magnetic-dielectric

medium with parameters which differ from those of free space. For

, example, the above-mentioned multi-turn log-spiral concical antennas

are remarkable in that their upper and lower working frequency band

limits are determined by the truncated cone apex and base diameters.

Since the wave propagation phase velocity, which defines its length

, in the given medium, depends on the properties ¢ and _ of the medium, :

we can assume that, other conditions being the same, the wavelength i

in the more dense medium (¢ • tO, _ _ i_O) will differ from the wave-

length in free space and, consequently, the effective dimensions of

the radiator located in this medium will also differ. Studies which

_ - have been made show that the dimensions (a) of the active region of

_ antennas coated with a layer of material with parameters differing

from those of free space (¢ i %, _ # NO) , and of the uncoated an-

:, tenna (located in free space) are connected by the expression!
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a L=,,,IL,,I , _ I \

where ¢ is the dielectric permeability of the coating material; V is

the magnetic permeability of the coating material; e0' _0 are the

corresponding parameters of free space; 2e 0 is the spiral apex angle;

is the spiral wrap angle. Expression (i), obtained for conical

spirals, can also be used successfully for bifilar spirals if we set

e = 0. For example, for a bifilar spiral with wrap angle _ = 6.5 °,

coated with a ferrite layer having e = 3.77 and _ = 2.2, the theoreti- /71

cal value of the size reduction coefficient is n = 0.58, in accord-

ance with the formula shown above. This value of n is in good agree-

ment with the values obtained in the laboratory in studying specimens

of such antennas. Formula (I) shows that greater effectiveness can

be achieved by using materials with large value of s than materials

with large p for the coating.

The effective reduction of the antenna dimensions is determined

not only by the properties of the coating material, but also by the

coating thickness, its homogeneity, and certain properties of the

specific antenna. The effectiveness of coating application will be

different for different antenna types. The use of coatings with

large value of ¢ or _ involves some undesirable effects, such as, for

• example, distortion of the input impedance, reduction of the channel

i traveling wave ratio (TWR), reduction of antenna efficiency, and so

on, which must be considered during antenna development and compen-
sated for in some definite fashion.

*
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HIGH-SENSITIVITY 3.5-0m MODULATION-TYPE RADIOMETER

A. Ye. Andriyevskiy, A. 8. Gorshkov, V. V. Danilov,

V. K. Konnlkova, A. S. Lobster, V. G. Mirovskiy,

V. V. Nikitin, V. I. Portman, Ye. A. $panEenberg,

I. A. Strukov, N. Z. Shvarts and V. S. Yetkin

ABSTRACT. A brief description of the circuit,
characteristics of the functional elements, and
parameters of a highly sensitive modulation-type
direct-amplification radiometer operating in the
8000 - 9000 MHz band are presented. The radio-
meter was used toEether with the RT-22 antenna
(Crimean Astrophysical Observatory of the Academy
of Sciences of the USSR, located at Simenz). The
sensitivity of the radiometric receiver was
AT _ 0.02 ° K.

A high-senslt_vity modulation-type radiometer, operating at the /71

3.5 cm (8.55 GHz) wavelength, was developed in 1967 - 1969 at the

Institute of Space Studies of the Academy of Science_ of the USSR,

the Moscow Pedagogical Institute im. V. I. Lenin, and the State

Astronomical Institute Im. G. K. Shternberg of Moscow State Univer-

sity, and has been used for radleastronomlcal observations on the

_i_ antenna of the RT-22 Crimean Astrophysical Observatory (located at

l' Simenz, Crimea). Extensive observational astronomical material has

been accumulated, and the required information on the technical and

operational parameters of the receiver has been obtained during the

i time of radiometer operation on the antenna. The results of the
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first stage of the observations were published in the Astronomical

Circular of the Academy of Sciences of the USSR [11, are now being

)ublished in the Astronomical Journal of the Academy of Sciences of

the USSR and in News of the CAO of the USSR, and will be published

in the future as the data obtained are reduced. The objective of

the present article is a brief technical survey of the components

of the radiometric receiver.

The modulation radiometer is constructed using the direct am-

plification receiver scheme with _ i000 MHz microwave circuit pass-

band, and has sensitivity AT _ 0.02° K, with storage time constant

= i sec. Lobe modulation with lobe switching frequency F = i000 /73

Hz is used in the radiometer. A simplified block diagram of the

radiometer's microwave circuit is shown in Figure I.

Radiometer input circuits. The radiometer feeds provide opera-

tion in the lobe modulation regime and permit measuring the degree

of circular polarization of the received radiation. Structurally,

i they ure built in the form of two Joined conical horns with circular

waveguides (polarizers) and smooth t,,ansitions from the circular to

rectangular section (Figure 2). The feed horns are located in the

horizontal plane passing through the optical axis of the antennasystem, and are displaced from the axis by +_ 9'. The phase center

; of the feed horns is aligned with the focal plane of the antenna

paraboloid. We note that for antennas with small aperture, the in-

fluence of attenuation fluotuatlons in the atmosphere on the radia-

tion flux measurement accuracy decreases only slightly when using

lobe modulation. For the RT-22 antenna, the sensitivity gain amounts

to only a factor of four. But when using two horns, we obtain a

characteristic output signal form which facilitates separating the

source signal From noise when analyzing the output signal recordings.

_' The conical feed horns provide 15 dB irradiation intensity drop

B at the edge of the mirror. In this case, the antenna utilisation

factor is 45S; the first radiation pattern (RP) sidelobe has an in-

tensity of le_s than 18 dB. The detailed nature of the side lobes

. was not investisated.

I
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Figure i. Block diagram of radiometer microwave circuit:

B --balancer; M --modulator; C -- circulator; ML--matched
load; F -- filter; PA --para_Letrie amplifier; TA -- tunnel
amplifier; WS --waveguide short; D --detector; PAB --power
amplifier block; RFG --reference frequency generator; ¢ --

' phase shifter; AT --attenuator; 0 --gate; PO --pumping
generator; TB--thermobattery; TS --temperature sensor

The device fc_ measuring

, tion circular polarization Z ;I

I consists of polystyrene I/ _/_View A-A I

U,, quarter-wave dielectric plates

. (¢ - 2.S), mounted in a circu-

s.. far waveguide, with one horn

_._ providing reception of radia- Figure 2. _chematic of antenna
feed with polarisers

# tion with right-hand circular
I --conical horn; 2 --polari-

polarization, and the other set; 3 -- smooth transition
':" horn providing reception of

e_
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radiation with left-hand circular polarization. The difference in

the record of the signal received by the first and second horns

yields the degree of circular polarization and its sign. A drawback

of the described polarizer is the difficulty in matching the polari-

zer with the receiver and feed circuit; as a result, it was not

possible to obtain a feed SWR better than 1.7 in the band _ 1000 MHz.

However, the quite high value of the feed SWR did not lead to marked

deterioration of the fluctuation sensitivity of the radiometer,

since the required isolation (_ qO dB) was provided at the input of'

the first parametric amplifier. This feed system, together with the

RT-22 antenna, made it posslble to realize a radiation pattern of

(6.3' ! 0.1) x 46.6' _ 0.1), with 18' angle between the main lobes.

Modulator. The modulator is a ferrlte waveguide switch devel-

oped for this purpose in which change of the direction of _Irculatlon

of the HI0 linearly polarized electromagnetic wave is accomplished

in a Y-circulator. A cylindrical insert made from type ZSCh-15

ferrite is used in the circulator, in order to reduce the eddy

current losses in the circulator bod_ and electromagnet magnetic

structure (which is the basic problem in the design of a switch of

this type if the switching frequency exceeds 150 - 200 Hz), the /74

waveguide tee was fabricated by the galvanoplastic method, and has
I

waveguide wall thickness no more than 0.05 mm; the magnetic structure

is fabricated from type 2000NMI low-frequency ferrite, the solenoids

are made in the form of two all-machined flat springs having 20 turns
t

I each. The entire modulator structure is pressed from plastic, and
A

does not exceed in size the dimensions of a S-cm band circulator. A

I_ schematic of the switch construction is shown in Figure 3, and Its /75

electrical characteristics in the working frequency band are shown

in Figure 4. A current amplifier is used to control the ferrlts

. switch; the circuit provides relay commutation to block the switch

_,, in either of the extreme positions (control of microwave circuit

. amplitude-frequency characteristic, and so on).
e

,:.. _alibrator. The modulation radiometer with three-dimensional

scanning of the antenna radiation pattern has a dual-_hannel micro-

wave system ahead of the antenna switch (modulator). _or

i
F
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the components of the Ii

[ dual channel system can- ,
not be made absolutely ._

identical, and usually

have attenuation scatter

in the range of 0.i -
Figure 3. Modulator:

0.2 dB. Due to this,
1 --magnetic structure; 2 --wavesuide |

the radiometer _ensiti- tee; 3 --microwave ferrite; 4 --
vlty decreases slightly marcher

(by 3 6_); however,

an additional unbalance _,4_ F a

siEnal appears which is _.,_j_Z_

commensurate in magnitude _ . Z_/._..with the antenna tempera-
I_O

ture increase during use- _ _ nlL_

ful signal reception (up "*-6 -q -Z o Z e 4P/_,%

to I0 - 15°) from power- _ #OF A "
ful cosmic RF sources. \ [ / \
A special component is JO

introduced into the

microwave circuit to corn- m_ _ _/ 2-.
pensate for the loss un- _ |i , , _ , ,, ,
balance in the two radio- -8 -# -I 0 Z # 4_/_%

meter input channels.

This component consists _:l
C

N

into which an absorbing

plate is inserted with At/_%
the aid of an electric

_iJ_ motor; this plate equal- FiKure 4, Modulator electrical char-
acteristics:

izes the losses in the
.l' 1 --direct losses; 2 -- isolation;

microwave circuits. The 3 ---SWR
,:,. maximum attenuation which

°, 119
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can be introduced into either of the input alreuit arms is _ 0.2 dB.

On the common axis of rotation of the electric motor and the absorb-

ink plate, there is mounted a type PTP-2 precision potentlometer

from which an emf proportional to the attenuation introduced into

one of the arms is taken. This emf is recorded by a polnter-type

instrument on the radiometer control console, and makes it possible

to calibrate the entire radiometer using an artificially introduced

noise signal. An estimate of the accuracy of this calibration

technique was made using the observational data, and the accuracy

is about 3%.

The high-frequency amplifier block consists of two parametric

and two tunnel amplifiers with wide passband i000 MHz and overall

gain _ = 50 dB. An estimate of the required UHF gain was made fol-

lowing the calculation made by Korol'kov [2]. The sensitivity of

the modulation type radiometer is defined by the expression:

I/ , (1)

where Tn is the receiver input equivalent noise temperature, Af is

the UHF circuit passband; AF is the LF circuit passband (AF - 1/4 _,

where _ is the storage time constant); TO is the video detector

temperature; 0 is the UHF circuit gain; k is the Boltzmann constant;

M is the video detector quality factor. The first term of the radi-

i cand defines the fluctuations caused by the detected HF noise of all

i the receiver elements preceding the crystal detector; the second

term defines the contribution to the fluctuations introduced by this
P

detector and the subsequent LF stages. In a well constructed radio-

metric receiver, the condition must be met that the output noise

introduced by the detector and LF section should be no more than

i0_ of the noise introduced from the microwave circuit:

,_ 2_ _r = ,^ / T,,_p _ (2)n'_V _ 4. _.t,
I

or

° l (3)

el
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In this case, the sensitivity of the compensation type radiometric

receiver is determined basically by the first term of the radicand /76

in (1):

! T
c4)

According to [2, 9, i0], the sensitivity of the modulation type

radiometric receiver with degenerate parametric amplifiers at the

input, rectangular modulation, and sinusoidal demodulation is

A- _ ?'n

Repeated measurements of the sensitivity of the developed receiver

under laboratory conditions and on the antenna (using calibration

sources) showed good agreement of the experimental results with cal-

culatlon using (5). The self-noise of the receiver without antenna

did not exceed Tn • 150° K, and with individual parametric diodes

: decreased to Tn = 130° K. In connection with this low noise UHF level,

we developed a special detector section with quality factor M =

150 - 200 W-I/2. According to (3), with these basic radiometer ele-

ment parameters, the optimal UHF gain should be 0 = 105 (50 dB).

' Further increase of the radiometer UHF gain is not advisable for the

following reasons: i) with increase of the UHF gain, the stability

of regenerative UHF stage operation decreases; 2) the probability

arises of saturation of the last tunnel amplifier stage; for Tn ant "

30° K and gain 0 • 38 dB in the first three UHF stages, power P -

k (Ta + Tn) OAf = 2 . 10-8 W is applied to the input of the _ast

tunnel amplifier.

,,, The radiometer video detector maintains squareness of its char-

_i acteris_ics reliably up to input signals not exceeding 10-6 W.

r High UHF gain will reduce the dynamic range of the radiometer.

., Therefore, when using the radiometer for observations of quite

! , 121
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sources (with antenna temperature Ta _ 500 e K, provision must be made

in such UHF schemes for disconnection of the Zast UHF stage (second

tunnel amplifier).

Parametric amplifier.block_ . Degenerate parametric amplifiers

with gain Q • 14 dB in the band Af = 1 OHz are used as the first two

UHF stages. The parametric amplifier passband lies in the range

8050 - 9050 MHz. The gain nonuniformlty in the operating frequency

range of each stage amounts to 0.2 - 0.3 dB. In the amplifiers, we

used specially developed parametric diodes having short time con-

stant, which makes it possible to realize quite low amplifier self-

noise temperature. Thus, on some diode specimens, the parametric

amplifier self-noise, measured at the input of the circulator and

filter i (see Figure i), amounts to Tn _ 90 - I00° K. The circu-

lators used had the required passband with isolation of 20 - 25 dB

in each arm, and direct losses of _ 0.3 dB in the arm. We were able

to select circulator spcci_o_s with low direct losses _ 0.18 - 0.2 dB

in the arm for the radiometer l,_put and for PAl, which made It pos-

sible to reduce somewhat the receiver self-noise (by 7 - 15° K).

The circulator CI, providing the required isolation between the modu-

lator and PAl, was connected at the input (after the modulator M).

This makes it possible to reduce the parasitic signal caused by in-

terference of the amplifier self-noises with change of the modulator

output impedance.

In order to prevent penetration of the pumping power from the

PA to the modulator, which in turn may lead to the appearance of a

parasitic signal, a LF filter (FI) Is provided at the input of PA1

to reduce the pumping power by 40 - 50 dB. The losses at the signal

"_ frequency in the filter are quite small, and do not exceed 0.2 dB. /77

The filter is made with a two-slded "waffle" structure, and low
l

losses are realized by maintaining hl_h surface preolslon and surface

_ finish. Prior to silvering, the filter surfaces were subjected to

electrogalvantc polishing, which made it possible to improve

122 t
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considerably the surface finish after machining. The filters F2 and

F3 were fabricated similarly. The filter ?2 isolates the P_ stages

from the pumping power of the neig_hboring PA. The filter F3 pro-

tects the tunnel amplifier block against the possibility of over-

loadlng by the pumping power which does leak through. The overall

losses in the signal circuit from the input of circulator C1 to the

input of PA1 (i.e., the arm Ol+ F1 + the arm C2) amount to about
0.45 dB.

PumpinK circuit. The pumping generator is a klystron located

in an oll bath to increase the heat rejection of the instrument.

The pumping power from the klystron flows through the gate G1 to the

power divider, based on a dual T-bridge. The bridge was specially

tuned to the pumping frequency with low active and reactive losses,

and for optimal isolation of the arms in this case. As a result,

VSWR parameters in _he pumping generator arm equal to I._5 were ob-

tained; the isolation between the pumping arms of each PA is 14 dB;

the pumping power flows along the two paths through the gate G2,

waveguide short WSI, and attenuator AT1 (similarly, through Q3' WS2'

AT 2) to the parametric amplifiers PA1 and PA2. The gates G2 and O3

isolate the PA stages at the pumping frequency, which simplifies

tuning considerably and improves the operating stability of the

stages. Gates with the following parameters were used in the pump-

ing circuit: VSWR • 1.12, isolation 30 - 36 dB. The phase shifter

is installed in the PA1 circuit for selection of the optimal pump-

Ing phase. The VSWR of the parametric amplifiers in the pumping

waveguide at the pumping frequency was 5 - 7. The electromechanical

waveguide shorts WS 1 and WS 2 are used in the PA pumping circuits for

convenience in stage-by-stage tuning of the PA, and for rapid check

_$:_ of operation of the radiometer stages.

Characteristics of deRenera_e PA cascading. In the described

radiometer, both PA stages are supplied from a common pumping gener-

ator. As a result of this, the tuning and operation of the
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parametric amplifier block have certain peculiarities: 1) the

pumping phase of one of the cascades PA1 must be optimized by means

of the phase shifter _ in order that the overall gain of the two

cascades be maximal throughout the entire amplification band for a

given amplification level in each PA cascade; 2) the signal, after

passing through the first PA1 is modulated by the pumping frequency.

The noise signal begins to carry "information" on the pumping phase

and is processed by the second stage PA2 as a synchronous signal.

As a result, with optimal difference of the pumping phases on the

two PA, the overall gain of the two stages is 3 dB higher _han in the

case when each of the amplifiers operates with its own pumping gen-

erator. This makes it possible to reduce the gain of the independ-

ently tuned PA to ii dB and thereby improve somewhat the stability

of operation of the radiometer as a whole. In this case, the overall

gain of the two PA remains 28 dB.

Theoretical examination of the operation of degenerate para-

metric amplifiers in radiometers [2, 9, i0] shows that the interac-

tion of the two bands, primary and unloaded, leads to reduction of

the effective received frequency bandwidth by a factor of two. The

expression (4) for the sensitivity of the compensation radiometer

with degenerate input amplifier has the form

T

for sufficiently high regeneration. Here 2 &f is the actual PA pass-

band, observed with the aid of a sweep generator, i.e., in the ex- /78

pression for determining the radiometer sensitivity, there appears

the factor 2, indicating deterioration of the sensitivity. This

effect was confirmed experimentally by two methods. The first

method involved connecting at the output of the parametric amplifier
*i%
_ block a band filter with passband equal to one PA sideband --&f

(either primary or unloaded). Then the PA block passband was reducedJ
by a factor of two in comparison with the sensitivity. The Zosses

:' introduced by the filter were compensated in the signal circuit by a

i calibrating attenuator connected ahead of the detector. The

' ' ' Ill i ii II II

O0000009-T.q nR



measurements were made at a single detector working point (to avoid

change of the transmission coefficient of the latter) and showed

equality of the receiver sensitivity values with and without the

filter.

The second method involved receiving the signal at the degener-

ate amplifier block output by a narrowband superheterodyne tunable

receiver whose passband was on the order of I0 MHz, and was swept

over the entire parametric amplifier band. One sideband of the

superheterodyne receiver was supp?essed by a special preselector.

The measurement results were analogous to those of the first method.

In both methods, the noise signal from the detector output was re-

corded on magnetic tape and then processed by an electronic computer.

The expected qualitative difference was obtained in the probability

density distribution functions of the noise signals processed by the

degenerate and conventional parametric amplifiers [I0, 12].

Tunnel amplifier block. The TA used in this radiometer has

the following parameters: gain per cascade about ii dB; passband

2 Af _ 1 GHz; noise temperature Tn - 700 - 800° K. In the case of

cascade connection of the two TA, the resulting Tn _ 800e K, which

introduces at the radiometer input (with 28 dB gain of the two-

cascade PA) less than 1° K excess noise. Circulators with waveguide

cross section 5 x 23 mm were used as the TA block c_rculators. Elec-

tromechanlcal waveguide shorts (W$3 and WS_) are used for receiver
i

tuning convenience, and when necessary for increasing the radiometer

dynamic range, which is achieved by activation of the last stage TA2.

Detector. We noted above that when designing highly sensitive

radiometer receiver circuits, it is necessary to observe definite

_. quantitative relationships between the detected microwave noise fluc-
' tuations and the low-frequency video detector noise fluctuations.

e _t follows from (3) that for this purpose, a quite high microwave

:,. circuit galn (50 dB) is required in the dlrect-ampllflcatlon radio-

meters. This leads to several undesirable effects.
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Thus, because of the high gain in the UHF circuit in a single

frequency band, additional screening and isolation are necessary in

the microwave circuit, it becomes move difficult to broaden the UHF

stage passband, the direct amplification receiver dynamic range de-

creases, and the stability of the radiometer as a whole decreases,

which leads to deterioration of the receiver technical sensitivity.

Increase of the video detector quality factor is a realistic way to

decrease the gain in high-sensitivity radiometers. Therefore, in

developing the radiometer p_imary attention was devoted to the problem

of increasing the video detector sensitivity or, what is the same

thing, increasing its quality factor. Among the diodes manufactured

by Soviet industry, the highest quality factor value in the required

band is provided by the D609 diode, which was used in constructing

the radiometer detector section. The parameters of the detector

section are shown in the table.

TABLE s

f, MHz B, _ M, W "I/2 Pmin' W VSWRfor Af • 1 Hz

?_K_ 0,78 88 t ,42 --
T.0:1 1,16 ]31 0,_ --
8(_10 i ,62 t83 0,0)$ 3,95
6250 3,(_ 3S3 0,6t 3,36

: 8,500 i,08 324 0,61 %,(]4
87R) i,76 |06,S O,_ a,db

! 9000 i °53 176 0,'_2, 4,8
J 0300 1,18 133,5 O,S8 --
I 94N0 0,_)6 iiO " t,i5 --

t , 9500 _,86 97,3 i,3 --

SOommas represent decimal point.,

We find the quality factor and sensitivity from the formulas: /79

where Rv is the video resistance at the operating point; 6 is the

: anode current sensitivity; Rn is the video amplifier equivalent

: 126
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noise resistance; Pmin is the detector sensitivity; k i. the Boltz-

mann constant; TO -- 293e K; Af is the video amplifier passband

i4 (equal to 200 Hz, when measuring the detector parameters).

Special selection of the D609 diodes is required in order to

realize this high video detector sensitivity. Figure 5 shows typical

curves of detector section quality

factor versus frequency in the 8000 - _W-_
Zo_

9000 MHz band for various D609 diode

specimens. The high detector sensitivity ./°"_

required additional precautionary mess- t$8 __
fures to reduce induction effects in the

I

detector section and low frequency pre- /00 N08 MN _z
amplifier circuits. Thus, in order to

break the chassis currents, the detector Figure 5. Detector
section was galvanically isolated from section characteristics

the radiometer wave@uide circuit and the

coaxial cable between the detector and the LFPA was constructed with

a high degree of shielding (double shield).

Low frequency preamplifier (LFPA). The LFPA was located in the

!.mmediat_ vicinity of the detector section, and was constructed using

two 6S51-N tube stages. The high input resistance and low equivalent

noise resistance of the video amplifier provided maximal sensitivity

of the detector-LFPA system. A filter which cuts off the power sup-

ply induction at 50 and i00 Hz was included in the amplifier circuit.

The LFPA was placed in a double steel shield, and was damped mech-

anically with paralon (the latter made it possible to reduce by

approximately an order of magnitude the microphonic effect of the

mounting). The radiometer low-frequency block was the ShL-2 low

_ frequency unit developed at the Special Design Bureau of the Insti-
l.. tute of Radio Engineering and Electronics of the Academy of Sciences

e USER with output to an EPP-09 recorder. One of the low frequency

output channels was connected to an analog-digital converter, from

the output of which information in binary code was fed to the mag-

netic recording system.

"' IS7
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Radiometer microwave block. The entire microwave circuit of

the radiometer was constructed in a single sealed thermostat, which

was installed at the front focus of the RT-22 mirror. This same

thermostat included the pumping generator (PG), power amplification

block (PAB), power supply ferrite modulator, and the LFPA. Control

of the microwave block components was accomplished by remote drives

from the radiometer control console mounted in the RT-22 control

room. The temperature inside the thermostat was maintained constant

at +20° + 0 2° regardless of the ambient temperature, with the aid

of a semiconductor thermobattery developed at the Semiconductor

Institute of the Academy of Sciences USSR. A centrifugal fan was

mounted in the thermostat to reduce the temperature gradient. Meas-

urements showed that the overall gain drift of the entire microwave

circuit of the radiometer together with the LFPA is AG - 0•5 dB •

deg-I. The gain increases with increase of the temperature inside

the thermostat.

In view of the fact that the microwave block was mounted on

the moving portion of the RT-22 mirror, in constructing the radio-

meter it was necessary to increase the stiffness of the microwave

circuit structure• Sealing of the microwave thermostat made it pos-

sible to eliminate the influence of marine climate on the radiometer

components• The thermostat design made provision for the possibility

of Operation with a slight differential pressure of the nitrogen used

to fill the chamber (0.01 - 0.05 at).

Operational characteristics of the radiometer. The equipment

operated continuously without shutdown for several month-long operat-

ing cycles. During this time, the equipment operated very stably

while retaining its basic technical parameters. The sensitivity of

the radiometer on the antenna remained practically unchanged, AT

_, 0.02° K with _ • I eec (confirmed by repeated recordings of cali-
brated sources)• The instability of the gain of the entire radio-t
meter channel was recorded in the laboratory, and did not exceed

:" 1.3_ during 30 minutes [a ("step") calibrated signal from a gas-

discharge noise generator (Tn • 25,5") was applied to the radiometer
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input to check the gain stability]. The stability of the output

indicator null decreased somewhat during operation of the equipment

on the antenna because of the influence

of atmosphere background fluctuations,

instability of the power supply, and

periodic radio noise at the RT-22 mirror

location. On the average, the insta-

bllity of the radiometer null caused by

atmosphere background variations during

good weather does not exceed 0.i@ K

(magnitude of the noise trace for the

sensitivity of the given radiometer). /81

In the case of moderate cumulus cloud

cover, this instability lies in the

range 0.i - 0.25° K. During light rain,

the instability reaches 1° K, which, for

the RT-22 mirror corresponds to 1° _ 18

flux units, i.s., 18 . 10-26 W/m 2 Hzo

This large influence of the atmosphere Figure 6. Calibra-
tion signal



on radiometer operation (even when using lobe modulation) is ex-

plained by the small magnitude of the RT-22 antenna aperture.

Figure 6 chowc the laboratory recording of a 3.2 ° step with hot

radiometer input 300 ° K, and for T • 1 cec. The source shown in

Figure 7c was recorded under unfavorable atmospheric conditions.

In concluslon, the authorc wish to thank Academician A. B.

Severnom and I. O. Molseyev for the opportunity to use the RT-22

antenna for the observatlons, and also the personnel of the Crimean

Astronomlcal Observatory of the Academy of Sclencec USSR, the Inctl-

tute of Space Studles of the Academy of Sclencec USSR, the Slate

Astronomical Institute im. Shternberg, and the Moscow State PegaEo-

glcal Instltute im. V. I. Lenin for their active participation in

the work using the telescope.
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IF AMPLIFIER LIMITING FREQUENCY SELECTION IN

SUPERHETERODYNE MM- AND CM-BAND RADIOMETER

Yu. A. Nemllkher, I. A. Strukov and

L. H. Yudlna

ABSTRACT. A technique is proposed for cal-
culating the limiting frequencies of an inter-
medlate-frequenoy amplifier from the experimen-
tally obtained frequency dependences of the
klystron generator noise radiation spectral den-
sity and IF amplifier temperature. An experi-
mental relation and technique for measuring the
amplitude-modulated noise spectral density of
some klystron types are presented.

The thermal radar method using equipment installed aboard air- /82

planes and artificial Earth satellites [1, 2] is being used more

and more extensively for studying the natural resources of the Earth.

Such equipment includes the radiometer with hiEh fluctuation sensi-

tivity AT, whose magnitude can be calculated using the known formula"

AT-.--._,, (1)

! where O is a coefficient which depends on the radiometer construe-

!-_._ tional characteristics; T is the receiver noise temperature, tnclud-

.. ing the antenna noise; _ is the inteErator time constant; Af is the

i .It receiver passband up to the first detector. We find from (1 that

.:,. to realize high radiometer sensitivity, it ls necessary to reduce

f the receiving system input noise temperature T and broaden its pass-

: hand up to the first detector.

li • II II I I ........ IIli
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h_ 4.

In principle, two schemes for the construction of a radiometer

for the millimeter and centimeter wavelength bands satisfyin_ these

requirements are possible: a) the direct amplification radiometer

scheme; b) the superheterodyne radiometer scheme with shift of the

signal spectrum into the region of lower (intermediate) frequencies.

For all its apparent simplicity, the realization of the first radio-

meter scheme in the subject band encounters difficulties with operat-

ing frequency increase. With the appearance of boardband low-noise

transistor amplifler6 and resistive transformers using (GaAs)

Schottky battler diodes, it is becoming possible to obtain simple and

highly sensitive input reception devices, which makes radiometers

of the second type preferable [3].

The fluctuation sensitivity of the superheterodyne radiometer

wil_ be maximal only with proper choice of the IF amplifier working

frequencies. The lower amplifier frequency boundary is determined by

heterodyne noise and the upper limiting frequency is determined by

IF amplifier (IFA) noise. In the general case, the noise temperature

of the superheterodyne receiver, whose block diagram is shown in

Figure i, can be written in the form:

",-'1, (2)
where A is the coefficient characterizing the overall noise of the

heterodyne klystron in the given regime, which is numerically equal

to the intermediate frequency value at which the increase of the

receiver optimal noise temperature, owing to heterodyne noise, is
equal to unity; m is any positive number m • 0; e is the inst_n-

!

taneous frequency, lying in the low-nolse ZFA passband_ _a is the

antenna relative noise temperature ta • Ta/T0, where TO • _90° K;

' L0 are the mixer power conversion losses; to is the relative noise

_, temperature or the mixer itself; F2 is the IrA noise coefficient.

.f

In order to find the average value of the receiver noise tem- /83

:" perature in the IFA band Af (Figure 2). it is necessary to know the

form of the approximating curve for F2 - i, under the condition that

°' 133
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To
quadratic _
detector

trE
F_gure i. Block diagram of super-
heterodyne receiver input section:

1 -- antenna; 2 --resistive fre- 6
quency converter; 3 --wideband IF
amplifier; 4 -- klystron hetero-

Figure 2. Illustration for
dyne finding average value of equi-

valent relative noise tem-

the mixer conversion losses L0 perature

are constant in the subject fre-

quency band Af. Experiment shows that the approximating function

can be a power-law function:

".-'
where the coefficient B and exponent k characterize the noise proper-

ties of the transistor IFA, beginning at some frequency. Provided

that f << B, the amplifier noise coefficient is constant and equal

to F_ - i + t2. This irJcorrect, since the IFA lower limiting fre-

I quency is bounded by the heterodyne noise, and is selected to be no

I less than SO - 50 MHz. The coefficient B and exponent k are deter-

mined not only by the transistors used in the IFA, but also by the

number of amplifier stages, the amplifier circuit solutions, and so

on. For example, for one of the amplifiers using QT329 transistors,

B - 570 NHz; t2 = 0.5; k - 6. The difference between the true be-t
havior of the amplifier noise coefficient and that calculated using

the empirical formula (3) was no more than 10S.

For the case when m • 1, by substituting (3) into (2), and

" _ integ_mting in the frequency band Af, we can find the average re-

ceiver noise temperature values:

,,, ,,, (,)Tar • Lor0 I. + -(!+.9(/_-I_) + Tre

@i

, i n I IIIIIII
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r,n>O
where Tre • Tm �L,(t0 �if).Similarly, when _m_i ' the following formula

holds for the averase noise temperature:

B (/, & )
] + (5)7"07"_ ,4,,(li-,A_ tl-,,) -x L+__ ,+_Tar

n

(l - ,n)(/,-- /,) + (l+k)g,-/,) . Tre'L

Let us find the limitlng IFA frequencies for which the mean

square of the temperature fluctuations has the minimal value. To

th_s end_ we substitute into (i), Tar from (4) or (5), respectivelyj /8_

and find the partial derivatives with respect to fl and f2" After

dlfferentiatlng and some transformations, we have
mnt i:

+'°-_---/--_ -- -'-" J_ --S/=0
i/,--#,)(I +/,) 1_ L I, I,--h J '

,.,r, q (6)
m,,,ll ii re>O: ._.' "

-" lt_l. kil)J'_.//,i_ "1" II L/l-lt-,_ll/,-/,i

(I .#-li(ll-- h) -- /i -- (i--,',l)(#1-- I.,)

Here, t_e notations are:

s.!.r_!_L, tl'+'- A's,_.o.II'.,I"' =

ThUSm after determining experimentally the heterodyne klystron noise

parameters and measuring the IFA noise temperature in the passband,

we find the values of m, k, F 0. Then, solving the system of equa-

tions (6) or (7) fop bhe given receiver noise bemperature Tre, we

, determine the limiting IFA frequencies for which the radiometer will

•_,_ have the maximal fluctuation sensitivity.

t If we use in the radiometer a mixer of balanced construction

, and it is known that the heterodyne noise is suppressed by a factor

of B, _.hen in (_) and (5) we must substitute A , _-l/m in place of

00000002-TSD02



the coefficient A. The calculation of the limiting frequencies was

made on a computer. It was found that at the limiting frequencies,

the noise temperature increase amounts to 3 dR in comparison with

its value at the center of the paesband.

Let us return to (2) and (3). After substituting (3) into

(2), we have

�(Ö�Š � re'
This formula (8) describes the superheterodyne receiver noise temperature

and includes the noise of the components making up the receiver.

However, this same noise temperature can be ascribed to only a single

component --the IFA, and all the other components (klyetron, mixer,

antenna) can be considered noiseless. Then, in order to find the

limiting IFA frequencies for which the radiometer will have the mini-

mal value of the fluctuation sensitivity At, it is sufficient to find

the frequencies corresponding to the points of intersection of the

curve plotted using (8) and the horizontal straight line correspond-

ing to increase of the noise temperature by 3 dB relative to its

minimal value in the amplifier passband. The required values of

A, B, k, m, Tar are obtained from experimental study of the klystron,

mixer, and IFA used in the radiometer. Thus, for one of the K-_5

klystrons and an IFA constructed using OTZ29 transistors, the fol-

lowing values were obtained: a = 230 MHz; B • 570 MHz; m = 2; k • 6.

It is easy to find that the lower ampllfi_r limiting frequency is

fl = 250 MHz, .and the upper is f2 • 52_ MHZ for Tre • 0. If Tre •

14500 K, we find the corresponding values fl • 94 MHZ, f2 • 776MHz.

I ,. We see from this example that the IFA band is determined by the

relationship between the receiver self-noise Tre and the noise /85
introduced by the heterodyne and IFA.

._ For minimisation of the superheterodyne radiometer fluctuation

sensitivity, it is very important to carry out studies of the noise

"' properties of the microwave power generatorej which operate as

I heterodynes, parametric amplifier pumping sources, and so on. The

136
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actual noisy klystron can be represented In the form of two genera-

tore: an ideal non-nolsy generator at the basic slgnal frequenoyj

and a noise generator. Ifj in the superheterodyne radlometer; we

use a mixer operating In the wideband reglmej i.e., one which along

with the signal frequency also receives the mirror frequency, and

as the heterodyne we use the subject klystron at the basic frequency,

then the noise generator can be broken down into two noise generators

with center frequencies _h " _if and _h + _If' respe %vely, where

_h is the hetemcdyne frequency and _If is the intermediate frequency.

Such a regime is widely used for shlftinE the spectrum into the video

frequency band, where its further processing takes place.

In the general case, the noise generated by the klystron

generator can be broken down into amplitude-modulated noise (AM

nclse) plus frequency-modulated noise (FM noise) plus the background

noise [4, 5]. It was shown in [6] that the spectral density of FM

noise and AM noise as a functlcn of the intermediate frequency magni-

tude (IF) is the same, beginning with frequencles higher than 20 MHz.

Consequently_ for IF above 30 MHz_ the detsI_ninatlon of the magnitude

and nature of the behavior of the AM noise plus background noise

makes It possible to evaluate the overall klystron noise radiation.
%

' Figure 3 shows a block diagram of a measurement setup which

maK_ it possible to measure the total noise temperature of the

system and the AM noise, plus background noise of the heterodyne.

We can show tha_ this is so if we consider that the signal spectrum

for AM noise:

'")- +4.'.c0+°),�o),] c9)
and for FM noise and small modulatlon indices m << I_ which is the

_ case in the klystron, the signal spectrum

• ,, _.)- c,[,L,_ + �,_.c,_+o),- -_.,L,,(_- .),1. (lo)
_" Thus s the mixer operatin$ in the wideband regtme_ in which the sub-

,t Jeot klystron is at the same time both the heterodyne and the noise
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signal source, transforms at the IF

background noise, while the FM noise

side frequencies are not transformed

at the IF (they cancel one another). L

The line shown in Figure 3 Is used =3
as a matched detector section and

permits monitoring the degree of Figure 3. Block diagram ofmeasurement setup:

matching of the mixer with the 1 ---noise generator; 2
circuit, measurlnE line; 3 --direc-

tional coupler; 4 --step-
less HF attenuator; 5 --

The measured mixer relative Eate; 6 -- test klystron; /86

noise temperature [7] is:
_ frequency converter;
-- converter output

, I rNn(_)_f, I\] equivalent; 9 _ low-noise
t =ZT,[_Z--T_,---A-_j+Io, (11) IF amplifier; 10 --preci-

sion IF attenuator; ii --

where Nn (_) is the spectral density indicator
of the AM noise plus background noise

of the klystron; L is the noise signal attenuation in the circuit of

the subject klystron. In mixers constructed using a Schottky barrier

diode with small values of the loss resistance Rs, the quantity tO

is calculated from the formula:

(12
where td is the relative noise temperature of the Schottky barrier

diode (for an ideal diode, td _ 0._). We see from (II) that the

measured quantity consists of three noise components: AM noise plus

background noise of the _ubJect klystron, thermal noise in the sub-

.' Ject klystron circuit, and the crystal mixer self-nolse. By meas-

urlng L, LO, and to, we can determine the generator noise radiation

_' spectral density.

J
The table shows ' _ectral density Nn of the AM noise plus back-

ground noise for several klystron types relative to the carrier fre-

; quency power level Nc referred to the band Af • 1 kHs. Measurements

, 138
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TABLE
,s --

" I i/
KIy _,on ,._o i_4o., i¢4o i_._._/ /

[

N! S! -iO_ --iO_[-i08 -li_ --iOi -iiO -ii_ --ii( --gb -iO_--lO_ -ii2 -ii:] --i_ -i_ -13i

Ur, _, 15Z) 1800 1800 _',

U. _%L --180 --180 ..-400u' v -40 -4 -70

Ns mW [ is 8 4 50c"

made at an IF f _ 500 MHz _howed that the mixer relative noise tem-

perature does not vary with frequency and is equal to

l'= i rl +li-- I\1 t.=_ (13)"LT k T)I + +t..

We can see from the table that the AM noise plus backEround noise of

the klystrons is quite high, and even at frequencies f _ 200 NHz Nn

T O _ 3 104 °K. When measuring Nn (_) of klystrons as a function

of frequency, it is necessary to know the mixer conversion losses.

This quantity is found as

m (14)
L.-F;=W'r

, where N1 is the noise generator spectral density at the mixer input;

N 2 is the noise radiation spectral density at the mixer output

terminals. The quantity N 2 was measured by replacing the HF noise

generator plas mixer system by an equivalent IF noise Eenerator with

known and controllable noise temperature. In this case, the I?

_ ' noise senerator had impedance equal to the mixer output impedance.

W We invcstisated the dependence of klystron noise radiation /87

, spectral density on the magnitude of the voltage Uf on the focusing

i electrode. FiEure 4 shows the results of measurement of the noJse

139
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Piguro 4. Experimental depend- Figure 5. Nature of exp-
once of type K-49 klystron erlmental dependence of
noise radiation spectral den- redundant relative noise
sity on focusing electrode temperature of frequency

voltage : transformer:

Ur • 1800 V; Ure f = -170 V; 1 --klystron K-45; 2 --K-49
i -- IF 30 MHz; 2 -- 60 MHz;

3 -- i00 MHz

spectral density of a type K-49 klystron, referred to the mixer out-

put, for different IF and constant L0. We see that the noise gen-

erated by the klystron depends strongly on Uf (the voltage Ur on the

resonator and Ure f on the reflector were held constant, and during

the measurement time the mixer crystal current was held constant) at

frequencies below f < 30 - 50 MHz, and depends weakly on Uf at fre-

quencies f > 50 MHz. The klystron noise is minimal for Uf correspond-

ing to the maximal generated signal power. Moreover, during the

measurement, we observed the hysteresis phenomenon, i.e., the minimum

of the relative noise temperature shifts in one direction or another,

depending on how Uf changes (from -60 to -100 V or from -100 to -60

.' V). Therefore, an intermediate frequency fIF > 50 NHz should be

selected in mm- and cm-band superheterodyne receivers.

l,. Analysis of the experimental results obtained (Figure 5) for t'/

,W made it possible to obtain the empirical formula (2), whlah was used

in calculating the limiting IFA passband frequencies. After thei.

I limiting frequencies are determined, it is necessary to construct

'_ i_0
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the amplifier Frequency characteristic in some fashion or other

(for example, with the aid of filters).
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STUDY OF SCHOTTKY BARRIER DIODE FREQUENCY CONVERTER

IN THE SHORT MILLIMETER WAVELENGTH BAND

V. F. Kolomeytsev, Yu. Yu. Kullkov, A. M. Kuprlyanov,

I. A. Strukov, L. I. Fedoseyev, Yu. B. Khapln and

V. S. Yetkln

ABSTRACT. We present a technique for and
results of measurement of Schottky barrier diode
basic parameter" :t 1.8 - 2 mm wavelengths, and
also comparison of these data with the results
obtained on point-contact silicon diodes. We
discuss the possibilities for the use of Schottky
barrier diodes in frequency converters for the
short millimeter wavelength band. According to
the measurement results, the relative noise tem-
perature of the Schottky barrier diode is ap-
proximately 1/2, and the diode ideallty parameter
is 1.2. The frequency converter relative noise
temperature is close to I. The measured conver-
sion losses in the radiometric regime were less
than 13 dB at A - 1.88 mm.

, The absence of short millimeter band UHF leads to the necessity /88

for constructing radiometers for thls band using the scheme: modu-

!_ lator-frequency converter-lFA-detector. In this ease, the radio-
meter reliability and stability are determined by the reliability

•#" and stability of the frequency converter, in which polnt-contact

diodes are used [i, 2]. The latter have poor stability, reproduci-

: bility, and reliability, which limits application of short milllm:ter

J

i
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band radiometers for the solution of a whole series of problems of

radiophysics, radioastronomy, and thermal radar.

Recently, considerable attention has been devoted, both In the

USSR and abroad, to study oi majority-carrier diodes (Schottky bar-

rier diodes fabricated using planar-epitaxial technology). Just as

the polnt-contact diodes, the Schottky barrier dlodes (1) utilize the

rectifying properties of a metal semiconductor contact. The use of

planar-epitaxial technology has made it possible to create a "honey-

comb" structure with reproducible parameters which do not change

with time. In the Schottky barrier diodes, there is no minority

carrier accumulation effect and, consequently, there is no diffu-

sional capacitance. Thanks to this property, these diodes are fast-

acting varistors, and may find application in microwave switching

devices and microwave frequency down-converters. The use of a

Schottky barrier diode in a 5-mm frequency converter was reported

in [3]. Conversion losses of 5 - 6 dB were obtained. As far as we

know, no experiments have been conducted on use of Schottky barrier

diodes in frequency converters at shorter wavelengths.

The purpose of the present article is to investigate the possi-

bility of using Schottk2 b=rrier diodes in frequency converters in

the short m_llimete_ segment of the spectrum, and to conduct an ex-

periment using a Schottky barrier diode and a point-contact diode.

The experimental conditions were the same In both cases. Diodes with-

out holders were used in both cases. The studies were conducted in

the same chamber. The dlmenslons of the pins for the p/p structures

and the needle were also the same. No effort was made to optimize

the characteristics of the frequency converter. A gold-GaAs contact

of n-type was used as the rectifying contact of the Schottky barrier

! diode, a tungsten-silicon contact was used as the polnt-contact diode.

mm

(1)Hereafter, we shall use for brevity the term "Schottky barrier
m diode" to mean "Schottky barrier diode fabricated using planar-

epitaxial technology".

i

°i 143

00000002-TSD10



The frequency oonverter transfer_ noise, and tmpedanee oharas-

teristics are defined by the Volt-ANpere eharaeteristio. Figure i

shows the V-A characteristics of two diodes: Si point-eontaot and

OaAs Schottky barrier and their equivalent circuit. The V-A char-

acteristics of both diod_ types are described analytically by the

expression:

where n is a dimensionless coefficient; Is is the saturation current;

q is the electron charge; k is the boltzmann constant; T is the ab-

solute temperature. We rewrite (1) in the form:

1 = _loxp(=_- 11. (23 /89

The quantity • is determined from the slope of the semilog V-A
i

characteristic:

. _30_. (33

In the ideal diode ease, n - I and

Figure 2 shows the diode V-A sharaoteristics on a semilos scale,

, For real diodes, the V-A aharacteristic slope is a m 30 V-1 for the

' _mA
I

! ,
1 Qb

I_ 0all _.mI' / /
-ts-_ 4_ 4s Cs ir_,V _r4 , 4.' 4_ V

.I Figure i. V-A oharaoteristlos Flgure 2. Semilos V-A shar-
er Si point-oontaot and OaAs aoteristios st $i point-son-

. Ssho_tk¥ barrier diodes and fast and OaAs 8ohottky bar-
their equivalent oirouit tier diodes

,, ,, lilt* II II ........
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Soho_ky barrier diode0 and a • 12 y-1 fo_ the point-contact diode.

Thus_ the parameter n for the oorrespondln$ diodes Is: n - 1.R8
for the Sohottky barrier diode, n - 3.2 for the point-contact diode.

The saturation currents for the eorrespondin8 diodes are dete_ined

by the polnts of intersection of the V-A characteristics with the

current axis. Per the OaAs Sohottky barrier diode, Is • 4.5 x 10-4

A; for the polnt-contaot diode, Is - 10-4 A. The diode sePies re-

sistance Rs can also be determined from the V-A characteristics:

for the Sohottky barrier diode, Rs - 15 Ohm, for the polnt-contact

diode, Rs • 20 Ohm.

An importan_ characteristlc o[ frequency down-converter diode

quality is the noise ratio NR, i.e., the ratio of the diode nominal

noise power to the noise power of a resistor whose maEnitude is

equal to Rb + Rs. It is not difficult to show that for the Schottky

barrier diode, the resulting relation for NR has the form:

For small currents thPough the diode, when _ >> Rs_ we can obtain

NR - 0.5 if n - i. With increase of the current through the diode,

NR slowly increases because of Re noise.

, / In order to exclude the influence of heterodyne noise on the
frequency converter noise charactertettcsj the intermediate frequency

, ' is selected in the 3-cm band. The block 0tagram of the setup for

z measuring the noise ratio and noise temperature of diodes In this /91
band As shown in Figure 3. The measurement error amounted to 1 ° K.

t_

_L._ The noise temperature measurement results of the co_respondingdiodes are shown in Figure 4. The OaAs Schottky bazTier diode has

_' p significantly lower noise temperature in comparison with the Si
point-contact diode. Another dtsadvantame st point-contact dtoda_

_;" is the considerable noise temperature shan|e with "overheattn6" o_

the points (shaded region). Curves of the noise ratio of the

00000002-TSD12
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Figure 3. Experimental setup for Figure 4. NoiSe temperature
determining diode noise ratio and of Si and GaAs diodes versus

noise temperature current through the diodes

1 l waveguide chamber; 2 --ex-
ternal constant bias; 3 --meas- k
urlng line; 4 --modulator; 5 -- 41
precision attenuator; 6 --noise A lVSi
generator; 7 --circulator; 8 -- _ _"
random s_gnal generator; 9 -- _ •
reference voltage generator; 9"

10 --tunnel amplifier; ii -- _0 im_L.._
detector; 12 --LFA; 13 --super- _
heterodyne demodulator; 14 ---- .I-. '

recorder (e _1 Ct

corresponding diodes as functions of Figure 5. Noise ratio

the current through the diodes are of Si and OaAs diodesversus current through
shown in Figure 5. The theoretical the diodes:

, and experimental noise ratios of the 1--theory; 2 -- ex-

I Schottky barrier diode agree, perimentThe basic parameters characterizing the frequency converter
, are the conversion loss L and relative noise temperature t, The

_ technique for measuring the relative noise temperature does not

i , differ from the technique for measurins diode noise ratio. The

relative noise temperature was found to be equal to t • 1.2 and

,r_/ t • 2 - 2.5 for the Schottk¥ barrier and point-contact diodes.

I
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The conversion losses

were measured using the
/

scheme shown in Figure 6.

The input signal was the

noise signal of a 0Sh-8 ,-mm

tube, Since the spectral

density of its radiation

decreases sharply in the

2-mm part of the spectrum, Figure 6. Experimental setup for

the tube was calibrated at determining conversion losses:

the wavelength _ • 1.88 mm I --frequency converter; 2 --het-
erodyne; 3 -- OSh-8; 4 --modulator;

with the aid of a detector 5 --precision attenuator; 6 --
noise generator; 7 -- tunnel ampli-

receiver. A blackbody in fief; 8 --reference voltage gener-
boiling nitrogen was used ator; 9 --detector; 10 --LFA;

as the primary reference. 11 --superheterodyne detector;12 --recorder
The frequ6ncy converter

conversion losses measured

in this fashion in the two-channel regime at A • 1.88 mmwere 13 and

16 dB for the Schottky barrier and point-contact diodes, respectively.
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INFLUENCE OF PHASE SHIFTER ON FREQUENCY

DIVIDER CHARACTERISTICS

Ya. E. Veyber

ABSTRACT. We study the influence of a
phase shifter in the feedback loop on circuit
characteristics for the example of a frequency
divider with converter and amplifier. It is
shown that use of the phase shifter Is not ad-
visable in most oases. We find the external
signal amplitude at which the synchronism band
reaches a maximum for even division ratios

n 4.

INTRODUCTION

In the last i0 - 15 years, frequency dividers (FD) of the re- /91

generative type with multl-order frequency conversion have been

developed and studied [i, 2, 4, 7 - 9], which have a simple circuit

(absence of frequency multiplier), wide synchronism band, and ease

of regulation. This variety of regenerative FD includes the fre-

quency dividers with converter and amplifier (DCA) [I - 5], the

push-pull FD [7, 8], and the push-pull FD with reactive feedback

[9, i0]. In these FD there are no asynchronous oscillations outside

the synchronism band [Ii] because of the smallness of the so-called

asynchronous current component (I01). Some researchers [3, 6, 12]

have suggested the introduction of a phase shifter into the feedback

loop in order to improve the FD parameters significantly. AccordinE /92

_' to these investigators, the introduction of "optimal" phase shift

0 maximizes the mixer transmission coefficient, which increases the

synchronism band and stability of the division process. Accordi_8

i to Andreyev and Tseltlln [4, 13], FD circuits without phase shift;

148
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in the feedback loop (i.e., without a phase shifter) are usually

used, as a result of which maximal synchronism band and maximal

output voltage phase stability are obtained. However, there is a

phase shifter in the circuit I_'oposed in [4]. Reference [14] also

indicates the absence of any marked improvement in the synchronism

band in the FD with small value of I01 with the introduction of

complex feedback.

In the present article, we investigate the influence of a phase

shifter on FD characteristics and present recommendations rel_tlve

to its use in FD circuits. We study the influence of the phase

shifter for the example of a DCA circuit whose transistor version

is shown in Fisure i. Th_ Frequency converter (?C) is a bridge con-

slstlng of the diodes D 1 -

D4, to which there is ap- D

plied the input signal e

and the feedback voltage

u from the cascade ampll- _"

fier consisting of the

transistors TI and T 2.

We make. the study uslng

the method of slowing
Figure i. Frequency divider wlth con-

varying amplitudes, we use verier and amplifier
the symbolic method of

[15] for writing the equa-

• tions, and we use the apparatus of double Fourier series in the form

of the modulation characteristics method [ii, 16] for calculating

the current spectrum at the FC output.

FREQUENCY DIVIDER EQUATIONS

_'_ We shall make several assumptions which simplify analysis of

•I the circuit (FiEure I).

O0000002-TSE02



1. We consider that the amplifier operates in the linear re-

gime and there is no collector current reaction (as, for example,

In the cascade amplifier).

2. The inductance of the feedback loop windln8 has no influ-

ence on FD bridge operation. The admissibility of this assumption

is determined by the small maenitude of the modulus of the feedback

coefficient k for transistor circuits (k _ 0, I).

3. The stray inductance of the circuit coil is equal to zero.

For the frequency range 0.i - 30 MHz in FD circuits, coils are used

with magnetoelectrically armored cores, having small stray inductance

even in comparison with the feedback winding inductance.

4. We assume that in the amplifier, transistors are used with

limiting current amplification frequency f_, exceeding by 5 - I0

times the subharmonic frequency fl' so that we can ignore the iner-

tial properties of the current carriers in the transistor.

Let us formulate the equstions of the DCA. Assume that the ex-

ternal synchornizing signal e • E cos _t, and the feedback voltage:

.- U(t) l ,t+ (0]. (I)

act on the PC bridge. The complex feedback voltage amplitude: /93

=U_ (2)

is connected with the complex amplitude of the current through the

loop II and the symbolic control Impedance Zy (p) by Ohm's law:

u = (3)

The magnitude of the symbolic impedance for the circuit with a

!_,'_:"_ single parallel loop is equal to:

Ru _ R
E,(p)--T%-_-4WI_ +r_p,,-4__', (4)

where ROe is the equivalent active reeist&noe of the loop With time

constant T at ,he natural frequeno? WO; p • d/dr is the differential

150
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• operator; _ = (m/n - %) T is the generalized loop detuning; k -

k_ _k • U/U k is the feedback coefficient with modulus k and _k;
'|

Uk is the complex amplitude of the loop voltage. Substituting the

expression presented below for the complex current amplitude (12)

and also (2) and (4) into (3), separating the real and imaginary

parts, we obtain a system of two abbreviated equations describing the

processes in the FD in the synchronism regime:

TpU
(5)

Tp_ = --(N_,si.n_._s_K-- NTccos._.si._ +i),

where N = SeR0ek is the regeneration coefficient; Se is the equiva-

lent slope of the characteristics of the FC-ampllfier eircuitj ycbs

are the in-phase and quadrature with respect to feedback voltage

subharmonic current expansion coefficients (EC).

RESULTS OF FC OPERATION ANALYSIS

Using the double Fourier series apparatus [llp 16], we deter-

mine the instantaneous value of I 1 and the complex amplitude of

im/n of the current components (with frequency m1 • m/n) falling in

the LC loop passband for the synchronism regime:

i '-,"=Rzs@',""("+'
t Zi--(I._osn_--!/, sinn_)tl*, (7)
t
!

t where /95
I

i,,,.: t,, (8)

Here_ St is the slope of the transistor (amplifier) characteristic;

... is the division ratio; Rz is the equivalent resistance of' the FC

load, determined by the amplifier input resistance Rtn and the con-
e

i vertsr load resistance r L (see Ftlure 1). In components of the form
.q.

_: ll_, the first subscript denotes the number of the current ha_ontc

- li ml im "
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throUEhpanslonthe PC load with ex- __--'_---' p,.,.. __

into a Fourier series _a_"

In the external signal fre- --t A,4[

quency _, and the second sub- _ /

script Is the harmonic number

with expansion of I1 into a

Fourier series in the zyn- -_D -40 -_ 42 _ 0 r

chronous frequency _i _ _/n. 0zl____°/"

We shall approximate the Volt- #
Ampere characteristic of the

FC bridge diodes by a polygon
Figure 2. Approximation of

with cutoff (Eo > 0 is the modulation characteristic by

cutoff voltage, ro is the re- polygon:
The position of the operating

sistance of the open diode) point on the characteristic Is
determined by the signal ampli-

in order to take into account rude E; for large feedback
the influence of the cutoff voltage amplitudes U, two cut-

voltage Eo on the FD para- off points appear; 1 -- theo-retical data; 2 --experimental

meters, since for the small data; 3 --approximation

FC loads characteristic for

transistor circuits, the voltages applied to the FC are commensurate

with the cutoff voltage Eo. In this case, the amplitude of the

first current hal_nonic II (u) with frequency _ (modulation char- /96

acteristlc) is equal to

Ini._
0,8, .--2Eo>0,

where y1 (0) is the EC for the first current harmonic [16], and the

.' diode bridge dynamic slope Sdy n and current cutoff angle 0 are de-

fined by the equalities

-, Sayn - _; aoJO-------g'--' (9)

_:, In order to f|ctlitate the salculation of the components II_ ,

we approximate the modulate.on cha_acteristio I 1 (u) by a polygon,

considering, in so doing, the experimental data (Figure 2), As a
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result of the calculationsp we obtain:

iI

II_ " Sdyn Esa [_Z (BZ) " _ (eu)] = 0.417 Sdyn U ' J
[
I
t

0."17 Sdyn U [>Z (e_) - yZ (8u)] , (I0) i

where ¥_ (B) is the EC for the _th current harmonic [16]; s = !

0.5/1.2 = 0.417 is the slope of the approximating straisht line;

a = U/E and b = 2 EO/E are the relative values of the feedback and

bias voltage amplitude; %_ and 8u are the lower and upper current

cutoff angles_ defined by the equalities:

b--J

°'%=-7-, (n)
With account for (i0), the expressions (7) and (8) take the form

/,_L$-U(Tocos,?--[T.el. ,_)W,, (12)
where

Se-- 0,417BlStSdy n.L

,The _raphs of the EC Y "-"_,_ z_ I .........
y (a) for various values a I

! I I I
Of the bias b and divi- _#_ .... ::_:: --I. _ _i

sion ratio n • 2j 4, 5, : • : : :::: "- : ::! r f

constructed using (13) 4¢ _./I , "'' '::::: . : ::

and (ii), are shown in : _% ::_: " : :

Figure 3. We see that Oj : _}% ::::: : : '

the amp.-  iii
rude Of the extemnal U - : : -_,_, : :: '" I J
signal E) has marked , I..rr_,,. _:...__,_,

inz'lusnce on the nature e_ /j '4#040/ t # Ill# l@ _ _•,i%
_' of the EC curves, which

._ confirms the necessity Figure S. Expansion coefficients
versus si=_nal amplitude a for various

for considering the biases b for division _atio:

_', : cutoff Eo. a --n - 2_ b _ n - _ o --n - 5

_ ' (Figure continued on following page) i

........ i
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Let us examine the influence of phase shirts in the feedback

loop on FC operation. According to (6), the amplitude of the sub-
harmonic current in the FC load depends on the feedback voltage _,

and the subha_monlc phase _ s does not coincide in the general case }

with the phase _. It may he shown that_ in the region of stable values

of the amplitudes a, the signs of the components Ii,n_ 1 and Ii,n+ 1

are opposite. Therefore, according to (6), the maxlmal and minimal

subhar_nonic current amplitudes will be obtained for phases equal to

(14)

The phase angle a of the first loop current harmonic (relative to u), /97

corresponding to the current extrema_ can he found on the basis of

the equation of FD phase balance, formulated under the assumption of

absence of phase shifts in the amplifier (Figure _):

+ + = (15)

where _ : _k -- Is the phase shift introduced by the phase shifter.

From (14) and (15), we obtain the following values of the angles a:
!

1 "'max={ _n/2, 'p'O'O, • = _./2;

I

t

J
|

] "
I

; _U

Figure 4. Block diagram of DCA for phase
deviations:

T

FC -- frequency converter; FS --- phase
., shifter

'_ Consequently, the largest amplitude of the aurrent components with

.:.. frequency _/n at the PC output is obtained with feedback voltage

i phase _ - _ _/2n, or with load (loop) phase angle a • _ _/2. An

, angle close to this value can be achieved only at the edge of the

I

s ..... The phase _s indicated relative to the phase of the signal e, i

!

__C'
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synchronism band. When the loop is tuned to resonance with the

subharmonlc frequency (with the feedback loop open), the current

amplitude will be minimal. To obtain a maximum subharmonic current

with resonant tuning of the ossillatory system, we can use a coupled

system of loops, or a phase shifter which introduces the additional

phase shift % = _ _/2. We emphasize that the indicated phase shift

masnitude is optimal only in the sense of obtaining maximum sub-

harmonic current at the FC output, but the characteristics of the FD

as a whole may not be improved in this ease.

STATIONARY REGIME CHARACTERISTICS

The FD behavior in the stationary reEime is described by the

equations:

I

%-_, | = --NT,ll.._, ,_=0, (16)
, I

T,==.._-_U _, L_-+-NT_cosaq,, ,_-I-n/2, (17)

obtained from (5) by the substitutions pU - p# - 0 and #k " # " 0,

w/2 (1). We obtain all the basic stationary regime characteristics

from (16) and (17).

It is well known that for n > 2 in the FD without asynchronous

component I01 , subharmonlcs are not excited from the equilibrium

state [ii]; therefore, in place of the threshold with respect to the

, input signal E, it is more convenient to use the concept of thresh-

old reEenera_ion coefficient Nth (sultable for any n), to which there

corresponds the minimal controlling resistance magnitude, when the

: conditions of existence of the stationary regime in the absense of

! , detuning, _ : O, are still satisfied:

e-o, (18)
'.U Nth " I_,,m, e:-I-n/2.

III III

:.. (1)The resonance and phase characteristics are syemetris only for
I the phase shift e-0,_l.
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Here 7c,s max denotes the maximum absolute values o[ the functions

7c and 7s. It is obvious that synchronism Is possible only for

N > Nth. FiEure 5 shows the dependence of Nth on external siEnal

amplitude E, plotted from (18) and the EC curves; the dash-dot line
corresponds to infinite threshold Eruwth for b _ I, when the PC does

not operate. The curves show rapid increase of Nth with increase of n,

the presence of a threshold with respect to external input, and the

absence of a ceiling for the DCA cir-

cult. For n = 2, the presence or Nth /98

absence of the phase shifter in the tOF I _ --0-0

circuit does not alter the FD @I I I "'°'r/zthreshold properties, for n • 2

introduction of the "optimal" phase H_

shifter into the circuit reduces the tO
threshold maEnitude in the best case

by a factor of 1.5 - 2. __:_]
0

We note the presence for n • 2 40 4_ U _0 V

of the function Nth (V) for even Figure 5. Threshold re-
generation coefficient Nth

division ratios n and sharp increase
versus external signal am-

of the threshold for odd n in the plitude E

vicinity of the point b - 0._ (or

i E - 5 So), corresponding to the midpoint of the modulation character-

_ , istic. This means that the synchronizlng slgnal amplitude E - 5Eo

I _ is optimal for even division ratios n _ 4, since in this case the

i synchronism band reaches a minimum; for odd ratios n _ 3 in the

. reglon of E values close to 5 Eo, subharmonic _eneratlon will
, terminate.

:_ We obtain the resonance a (_) and Phase n$ (_) frecuencY char-
: _ acterlstlcs (I) from solution of the stationary reslme equations (16)

.... (1)We shall consider that the amplitudes and phases of the voltages
Uou_ and u (see Figure 1)_ooinoidej althoulh _n realityj tot # _ _/2,

the phases of these voltages difts_ by I/2,,

-i
L
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T

and (17). In order to calculate the characteristics for % - 0 using

the selected regeneration coefficient N > Nth , specifying values of

cos n# and determining sin n#, we find from the first equation (16)

the quantity Vc. From the To, s (a) graphst we find the self-main-

tain( oscillation Lmplitude _ and the EC Vs, and from the second

equation (16) we find the value of the detuning |. We solve (17)

similarly. The constructed frequency characteristics for the bias

b = 0.2 and n = 2, q, 5 are shown in Figure 6 (1) For the division

ratio n = 2, the frequency characteristics are reminiscent of the

characteristics of an oscillatory loop. With increase of n and N

for @ • O, the DCA frequency characteristics improve (i.e., the

resonance curves become flatter and flatter, and the phase curves

become prattically linear), while for @ = _/2 the characteristics

deteriorate; the resonance characteristics become sharper and sharper,

the length of the phase curve linear segment decreases, and the slope

of the characteristic curve and the phase rate of advance increase.

With n _ 4 for the case # • 0, and with n _ 5 for the case # = w/2,

the frequency characteristics become multivalued because of the

oscillatory nature of the EC; excitation of large-amplitude oscilla-

tions becomes most likely, although in practice we can observe ex-

citation of small-amplitude oscillations. Transition from one branch

of the characteristic to the other may be accomplished by Jump of

the phase n_ by _ (Figure 60),which is undesirable.

Analysis of the frequency characteristics showed significant

deterioration with presence of the "optimal" ph_e shifter in the

, circuit. Actually, in view of the peaked nature of the resonance

: curves (for 0 - _/2), with even small detuning Of the loop relative

to the input signal frequency (for example, aging of the oscillatory

_!,:_,. loop components, operation over a range of temperatures, signal fre-
_ quency drift, and so on), marked reduction of the output voltage

j amplitude is possible, which may lead to disruption of the operation

:' (1)The characteristics of the DCA with phase shifter are denoted
by the subscript "# • - 90°",

"_ 1584
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of the subsequent devises and practical reduction of the operating

frequency band, althouF_ the synchronism band does not change. On

the other hand, for ¢ - _/2 for any n, the phase characteristics /99

remain nonlinear and the phase advance rate increases significantly

(for example, for n • 5, N • 40, b = 0.2, the phase advance rate

increases by 18 times), which leads to a corresponding increase of .

the phase instability. In addition, it is not possible to regulate

the degree of resonance curve narrowlnE.

The s_nchronism band (i.e., the region of maxlmal posslble de-

_unings within the limits of which the synchronism regime is main-

tained, if it was previously established) can be determined on the

basis of the stationary regime stability conditions, or directly from

the resonance characteristic, since stability transition takes place

at the boundaries of the synchronism band. It is convenient to ex-

press the synchronism band _c in units of generalized detunlng _c

by the known _quallty:

L-0,

where f0 and Q are the natural frequency and equivalent quality

factor of the FD loop. Figure 7 s shows curves of DCA synchronism

band, expressed in units of detunlng _c' versus regeneration coeffi-

cient N for division ratios n • 2, 4, 5. The relation _c (N) for

the case l_ - 2 is given by the formula:

|o. _,"_'_-- t; O_b<i; • -_ _,n/2, (19)

obtained upon substituting into (Ig) or (17) the llmlting EC values

Vc _ 7s - 1. The graphs show clearly that upon connection of the

• "optimal" phas_ shifter into the ?D circuit for the range of regen-

eratlon values N • (1.5 - 2) Nth used in practice, the synchronism

e band usually decreases, since, in the circuit with the phase shifter,

s Figures 7a, b are presente_ for the primary branch of the reson-
ance characteristic.
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Figure 7. Dependence of DCA synchronism band,

expressed in units of detuning Co, on regen-
eration coefficient N:

a --n • 2.4; B- n - 5; i --# = 0; 2 --
¢ • _/2

the synchronism band is determined not by the quadrature component

7s , but rather by the In-phase component 7o which, for the indicated

values of N, is usually smaller than 7s.

Thus, in contrast with the assumptions of certain authors [3,

12], we can consider It to be established that the so-called "opti-

mal" phase shifter does not increase the synchronism band. The

nature of synchronism band dependence on the external signal ampli-

tude (Figure 8) confirms this cor-

clusion. We see from the curves

for n _ 4 the synchronism band _ n_t_ Nmf

is maximal for the external eig- _._._:_s_'-.u
!

d

nal amplitude E - 5 Eo . t_,_._---_

The amplitude charact_ris- 0 4Z 4_ 4o 40 V

tic, i.e., the dependence of the

feedback voltage amplitude cn Figure 8. Dependence of syn-

_ _ the external signal amplitude chronism band on external sig-nal amplitude:

R_' for the resonant loop tuning 1 -- 0 - 0; 2 -- 0 * _/2
-0 case _ • 0 and n • 2, _, 5;

. 0 • 0 is shown in Figure 9.

It is convenient to plot the characteristic in the coordinates (a/b,

i/b), since a/b • (U/E) , (E/2 Eo) • U/2 Eo and I/b • E/2 Eo.

I I
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The values of a and b are determined e/V

a horizontal line at the level l/N

until intersecting the curve 7Q (a)

_12). The amplltude characteristics

are nearly linear. Zn the input l]_f"_)//_..'_-/"
amplitude region i/b - 2.5, we oh- 2_(&/_.-

serve disruption of the synchronism I _'_I_¢_" Z "°regime for odd n. Depending on the 0 0I/V
regeneration magnitude, hysteresis

in the oscillation onset and termina- Figure 9. Amplitude
tion is possible. The hysteretic part characteristic of DOA

of the characteristics is located to

the left of the dash-dot llne. The phase shifter does not alter the

nature of the curves, but for @ = _/2 they lie considerably higher,

since in the case the self-oscillation amplitude a is larger. Marked

increase of the oscillation amplitude may cause deterioration of the

output voltage form (in the transistorized scheme).

Thus, summarizing, we note the followin6:

1. The subharmonlc current amplitude at the FC output is mini-

mal in the absence of phase shifts in the feedback loop, and is maxi-

mal when connecting the "optimal" phase shifter into the circuit,

which introduces the phase shift 0 - _ _/2, corresponding to t_e /102

feedback voltage phase $ - _ _/2 n.

." 2. The introduction of the phase shifter (0 - _/2, n _ 2)

may reduce the regeneration threshold magnitude by a factor of 1.5

'_ to 2. Here, the synchronism band decreases in most caeca, an_ the

frequency characteristics deteriorate, which leads to increa_ of

_ the phase instability. Deterioration of the output signal shape is

.:,. also possible. These negative phenomena are accentuated with in- /103

I crease of the division ratio n.

*1
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3. The use of the phase shifter for frequency division by a

factor of two is not advisable in general because of the absence of

any advantages. In those rare cases of FD use when phase stability

does not play a significant role and, figuratively speaking, the

simple fact of frequency division is sufficient, for n • 2 a phase

shifter can be introduced into the circuit in order to lower the

regeneration threshold. In all other cases of FD use (in devices for

synchronizing and frequency tracking in phase-sensitive systems)

circuits without a phase shifter can be recommended in order to

improve FD phase stability. All that we have sa_d here also applies

in full measure to frequency dividers with reantive feedback [9, I0],

so that their application is not advisable.

4. In this study, we have determined the optimal external _ig-

nal amplitude for which the FD has the maximal synchronism band and

minimal threshold for n _ 4. We have identified the existence of

a region of "critical" input amplitudes where generation of odd subhar-

monics of multiplicity n _ 3 is not possible. The _xistence of

hysteresis in the onset and termination of the oscillations has been

established.

The author wishes to thank Prof. S. I. Evtyanov and V. V.

Andreyanov, Cand. Tech. Sol., for their review of the manuscript

and valuable comments, i
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COMB-LINE BANDPASS FILTERS

Ye. A. Vlasov

ABSTRACT. A calculation is made of comb-line
microwave filters with respect to specified losses
with the aid of a prototype low-frequency filter.
We examine a technique for calculating shielded
parallel coupled lines with circular cross section
conductors. Along with the formulas and Eraphs,
we give an example of the calculation of a comb-
llne bandpass filter with respect to specified
parameters. We examine specific designs of s1_ch
filters in application to their use in space,raft
onboard antenna and feeder devices.

The radiotechnical system of the modern spacecraft includes /lO_

several radio receiving and radio transmitting devices which can

operate simultaneously in various frequency ohannFJls, providing

two-way radio communication, transmission of telemetry information,

and the conduct of various physical measurements. Because of the

comparatively small dimensions, the antennas of these devices are

inadequately isolated from one another, whio,, leads to the appear-

ance of mutual interference. For interference suppression, the

•_,, channels of the devices include bandpass filters, each of which

f passes the signal band of its device and suppresses the noise sig-
nals. In addition, a single antenna is often used for simultanr.oue

_. operation of _everal devices on spaced frequencies. Bandpass fil-

i tere are usually used for combinin_ or separating the signals of

i these frequencies [1].
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CoO11nebanpaileralili
(BPF) [2, 3] have been widely
used in the microwave (SHF)

band. Figure 1 shows the elec- -_
trical schematic of such a fil-

ter. it contains n parallel

coupled metal bars i, ..., n

of length Z = _/8 or shorter. Figure i. Electrical diagram
of eomb-llne bandpass filter

The bars are grounded at one (BPF)
end, and loaded by the capici-

tots Ck at the other end. The end bars 1 and n are connected in

parallel with the matching transformers 0 and n �I,which are also

grounded on one side, while the other side is connected to the sir- /105

cult. Such filters are small, since the bars are shorter than A/8,

and simple to fabricate.

Tuning of the filter is accomplished by the capacitors, which

makes it possible to compensate for fabrication errors. The filters

have low lossesj since the use of dielectric materials is minimized.

The first parasitic passband is located no nearer than the fourth

harmonic.

Filter frequency characteristic. The frequency characteristic

of the ideal bandpass filter is shown in Figure 2. The filter

passes a signal without loss in the frequency band Af - fp - f.p,

and has attenuation equal to infinity outside this band. However,

such a characteristic is physically unrealizable [4]. The real

filter has some attenuation Ln in the passband; this attenuation

dependo on the frequency. Usually it is approximated in the pass-

band in the form of the maxlmally-flat (Figure 3a) or Ch_byshe,r

_"_ (Figure 3b) characteristic. Outside the passband, the filter

attenuation also depends on _he frequency.f

:' In addition to the basic passbandDmicrowave filters have para-

sitic bands which must be considered in their design. Usually, the

O0000002-TSF07 "



_, dB _a dB_ a

'ar-......._._L._

lil/!,,,. l 1
_, , ',_ LUzlez,.M._

Figure 2. Frequency Figure 3. Maxlmally-flat BPF char-
characteristic of ideal acterlstic (a) and Chebyshev

BPF BPF characteristic (b)

filter frequency characteristic is specified for its design: pass-

band center frequency f0 = (fp + f.p)/2, passband relative width

w = Af/f 0 = (fp - f-p)/f0' the pulsation amplitude in the passbsnd

for the filter with Chebyschev characteristic or the attenuation Ln

at edge of the passband for the filter with maximally-flat frequency

characteristic, the frequency f-a or fa outside the passband at

which the attenuation La must be provided.

Reference [3] presents several graphs for determining the number

of resonators of filters with Chebyshev or maximally-flat character-

istic. It is convenient to determine the number of resonators for

any filter with Chebyshev characteristic from the nomogram of

Figure _ [5].

_. Let us design a co_-line BPF with Chebyshev charac-

teristic having the following parameters: paesband center frequency

f0 " 1223 MHz; passband width w - 0.08; pulsation amplitude in the

passband Ln - 0.I dB; the filter must provide attenuation La - 50 dB
i

_r_ at the frequency fa " 1616 MHz; the filter is connected to a line

_' with characteristic impedance ZA t 50 ohm, We determine the normed
frequency variable:

q.

L
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.__.2/ t., i_,

:Ln our ease, . O"_l-l_--=J-o.

From the nomost'am (Ftsure 4)j we find _hat the value n = 3 corre-

sponds to the values Q - 8, Ln - 0.1 dB, Ls - 50 dB.

l,
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Resonator parameters. Historically, the development of micro-

wave filter theory was preceded by the development of low-frequency

filter theory. A design technique was developed for the latter,
and extensive tables of values of the individual parameters were

compiled. The low-frequency filters were taken as prototypes in

developing the technique for microwave filter design. Specifically,

the low..frequency filter with lumped elements is usually used as the

prototype for the design of comb-line filters [2, 3] (Figure 5).

Z II Ln"la

Figure 5. Schematic of ladder filter used as
low-frequency prototype

Tables of prototype filter parameters for Chebyshev and maximally-

flat characteristics with number of resonators from 2 to 15 are

presented in [3, 61.

The microwave comb-line filter resonators are characterised by

the characteristic impedance Zaj and electrical length 6. Figure 6

shows coaxial line quality factor as a function of characteristic

impedance [3]. The optimal quality

is obtained for I/_Zo=,74,ohm.With
C

sooo othe characteristic impedance was J_to

taken for comb filters with bars of
A¢O0

• rectangular section, and yielded

• quite g,aod results [2 - _]. Good tl e/ # N t# t# /_l _e'l#
results are also obtained for the

'i_ Figure 6. Coaxial _Ine
_, choice Za_ • 74 ohm in the case of quality factor versus

characteristic impedancem circular bars. The electrical

_, length of the comb filter reronator

bars is usually 0 _-.2aE_<s4.
k
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_. ?or a fllter with n - 3 and La - 0.I, we have the

following values of the elements: g0 " i; fl " 1.0315; g2 " 1.1474;

g3 " 1.0315; g4 " 1.

From the graph (see Figure 6)) we select Zaj • 74 ohm, which

corresponds to YaJ " 0.0135 mho. It was previously assumed that

ZA • 50 ohm) i.e., YA = 0.02 mho.

Y"J = 0.677, Y"

Determination of partial capacltances. Determinetion of the

partial capacitances is preceded by determination of the parameterswhich are functions of the electrical length 6:

It is convenient to determine these

parameters with the aid of nomograms and

graphs. Figure 7 shows the relation:

,. .... et_6 + eeoz_S0

Figure 8 shows the nomogram for deter- z

mininE

--o.4 _',,gtmL

and ...... I
tl ,i nw

tee-#/ " ";Ywi_+, r*l (4) Figure 7. Parameter

_'_ b_/¥aj versus resona-
_)"' for the parameters of the prototype filter tot electrical length /109

# with n • 3 and Ln - 0.i dB. In the left 6

_q,
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side of the nomogram are plotted curves of the relationsz

for w • 0.1. The right side of the nomogram is used to dete_nine

the values of these parameters for w • 0.01 - 0.1. Nomograms for

any other values of n, Ln, w oan be constructed using this same

principle.

Yat' _ 'tSe

._.t, tl p,#l t,e__,,_/,Zo/JI 4# e,,e_, 4el 4o e.,or
aJ"

FiKure 8. Nomo6ram for determ_nin6 the parama_ers

_/Yal (z) andcharacteristic(Jjj _)tS0(_ nf°r• _ andfllterLnwith=0.1Cheb_'_'heVdB

In view of the fact that the values obtained wl_n the aid Of

. the nomograms are normed relative to YaJ (normed relative to YA in

Mattaei [2]), the formulas _or determining the capaoitances change

4_, somewhat :
_,.

- v.,, .., ..,,0,-,._.(5)

_ IIII
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Wlth the aid of the nomogram (Figure 9), we can determine the

load capacitor capacitances:

c_--'_-4:"_• (13)

|

• ¢0

I.i__L.L_

Figure 9. Nomogram for determining capacitances of

__,._ lumped loading capacitors for several resonator
!__, electrical lengths :

i -- _ - 25°; 2 -- 35°; 3 -- _5"; _ -- 55°
i

I

i _ 17,
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The relatlon C_ - % (f) forY.j-OoOJmho for several dtsorete values of

is plotted on the left side. The right side of the nomogram serves

for deter_nlntng the quantity C_ for arbitrary ¥a_ in the limits from
0,01 to 0.02 ml_o,

Example. With the aid of the graph (see Figure 7), we determine

hj/Yaj. For 0 -- ;,/4 _ 45". bp/,j • 1.28. For the found value of bj/Yaj,

using the nomogram of Figure 9, we determine _.j -= , and

tgO=,_ tgO,

_ To the quantity bj/Yaj - 1.28 corresponds Gtl/Yaj = 0.124 for

- 0.1. In order to determine Gtl/Yaj for m • 0.08, we draw from

the point Otl/Ya. I - 0.12_ on the vertical axis, a sloping ray to

intersect the point 0 of the horizontal w axis. The point of inter-

section of the ray with the vertical straight line w • 0.08 is then

projected to the Otl/Yaj axis, and the point of intersection yields
J'L.,t- O:

the desired value Otl/Yaj - 0.099. We can find the quantity _Fj,j _ /110 ,

i slmilarl_:

for w=O,i _ tgO..---O,i19,

for w =,0,08 _ tg0 *_0,094.

The bar self-capacitances per unit length have the values:

.. (I-0,04-0.094)-4,t.
le
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The mutual capacitanses per unit length are:

-
Ct....It

_ _ 'W_'_'lO_I'%_.0,094 -- 0,48.8 B

From the nomogram of Figure 9, we determine the load condenser capa-

citances. For fo • 1.223 MHz, 8 • 45°_with YaJ • 0.02 the capaci-

tance Ck = 2.55 pF, while for YaJ " 0.0135, the capacitance Ck -

1.75 pF.

Determination of filter _eometric dimensions. The comb-line

filter is built structurally in the form of a system of parallel

resonator bars mounted in a single plane, on both sides of which at

equal distance from the corresponding bars there are located screen-

inE platec. By filter geometric dimensions, we mean the cross sec-

tion dimensions of the individual resonator bars, the distance be-

tween adjacent bars, and the distance between the screening plates.

Usually, the bars are circular (Figure 10) or _'ectangular (Figure II)

in cross section. The self and mutual capacltences of the resonator

bars are shown in the figures.

Other conditions // ....'.,,/////I////////////////_//////,.

being the same, the I-.,_. _'_ s _ _ I I

structures with circu- _& _ _ _CR_.I Ifar bars are somewhat ,To T t "r_ _" _ I
"/_' _ _ .,'__'//I/////////_//////////////_

simpler to construct.

We shall examine the Figure i0. Cross section of filter with
technique for calcu- circular bars

lating the cross sec- , - .-,.-..//-..,...///_///////._, ,-.._2>_.

tion geometric dimen- ?'______" _, _ _

withcircularbars. "--'""'---- #
The fil'_er structure .-,-_ .,./ .... ./////////x//_/x//_

is broken down into

a number of elemen- Figure ii. Cross section cf filter with
rectangular bars

tary cells equal to

176
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the number of bars. Each eel1 is a T-shaped combination of three

condensers, one of which represents the self-capacitance per unit

length of the corresponding bar, and the other two represent the

coupling capacitances of this bar with the neighboring bars.

-4 _ _ d _ _.... . _,:,..__,., ,,.

Figure 12. Elementary filter
cells ..........-.-_+-_

Figure 12 shows the filter _:::i_i _

elementary cells. The uni- id/b

laterally loaded cells 0 and 4o3 "_
n++ correspond to unilateral

matching transformers at the

filter input and output. _/I ,_X__ 4_ O,_r@a_o"

The cells 1 - J - n corre- Figure 13. Relationship between

spond to the bilaterally loaded i/2 (Oj,J+i/¢;""
and i/2 (s_) for

i several fixed values of d/b:resonator bars. With the aid

i of Figures 13 - 15, for each 1 -- d/b • 0.8; 2 -- 0,6; 3 --
o._;_ --0,2; 5- o.1;6-

, jth elementary cell we deter- 0.5

mine the relative bar diameter

dj/b, and half the relative distances from the bar to the two adja-

cent bars :

and

--, _ Figure 13 shows the dependence of the mutual @apacitanee

_i_ Cj,j+I/¢ between bars on half the distance between bars 1/2 _,j+i/b
V

for several values of the relative bar diameter d/b of the jth cell.

177
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J

:I

_e _z _ _/_s 4zl 4x 4-- d/b

Figure 15. Relationship be-

tween 1/2 (Cj/¢) and d/b for
several fixed values of 1/2

(s/b):

/4u 4u _u _s 4u _ 1 -- I/2 (s/b)- 0.07;2 --
"" 0.i; 3 -- 0.26; 4 -- 0.27;

5 -- 0.75
FIEure 14. Relationship between

112 (tile)and 112 (S/b)for
several fixed values of d/b: Figure 14 shows the de- /I__ii

d/b - 0.7; 2 -- 0.6; 3 -- pendence of half the self-
._; 4 --0.4; 5 --0.3; 6 -- capacitance I/2 Cj/¢ of the0.2; 7 -- 0.i; 8 -- 0.05

! _th bar on half the distanceI

1_ between the bars 1/2 Sj, j+l/b for several values of d/b.

In order to determine the dimensions of the bilaterally loaded

element_ we draw on Figure 13, horizontal lines corresponding to the

,,_. el_ment mutual capacitances Cj.I,j/¢ and Cj J j+i/¢. The _oordinates

_ of the points of intersection of these lines with the lines (I) -

e (5) of constant d/b values are transferred from Figure 13 to Figure

1_, and from them we plot the curves for Cj.1, j/¢ and Cj, j+l/¢.

The sought values of 1/2 Sj.ljj/b and 1/2 Sjjj+l/b are the horizontal

178
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coordinates of the points of intersection of the constructed curves

with the curve corresponding to the sought d_/b value. On the other

hand, the sum of the vertical coordinates of these points is equal

i to the resonator self-capacltance. In order to find the indicatedpoints of intersection, we construct an auxiliary curve through the

midpoint of the chords Joining the points of intersection of the

curves of constant d/b values with the constant mutual capacitance

curves. On the graphj we draw a horizontal line corresponding to

half the rod self-capacitance to intersect the auxiliary curve.

Through the point of intersection we draw a line parallel to the pre-

viously mentioned chords. The points of intersection of this line

with the curves Cj_I,j/¢ and Dj, j+i/e lie on the sought dj/b curve.

The projections of these points on the abscissa axis yield the sought

values of 1/2 Sj_l,j/b and 1/2 Sj, j+i/b.

The sought values of dj/b are found with the aid of Figure 15.

On the vertical axis, we isy off the partial self-capacitances 1/2

Cj/¢ of the bars. Along the horizontal axis, we lay off the values

of d/b. To find the sought d/b value, we draw in Figure 14, vertical

lines corresponding to the found values of Cj.l,j/¢,s_d Cj, j+i/¢ find their

points of intersection with the curves of constant d/b values, and

transfer them to Figure 15, Through these points in Figure 15, we

draw curves of the found values of 1/2 Sj_l,j/b and 1/2 Sj,j+i/b. /113

On the vertical axis of the figure, we lay off the previously found

self-capacitance half-values, which in sum yield the self-capacitance

Cj/¢ of the Jth bar. Through these points we draw horizontal lines

' to intersect the corresponding I/2 Sj.l,j/b arid i/2 Sjsj+i/b curves.

The points of inte1'section are projected to the horizontal axis of

_. the figure to a single point corresponding to the sought dj/b value.

e This technique applies to the bilaterally loaded bars.
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The unilaterally loaded bars, specifically the matching trans-

formers at the filter input and output, have some finite mutual

coupling capacitanc_ C0,I/¢ with the neighboring bar of the filter

structure on one side, and the coupling capacitance C0,0/e - 0 on

the other side. Theoretically, zero coupling capacitance is obtained

with S0,o/b - = ; in practice, good results are obtained with S0,0/b _

> 1.5 In calculating the cell with unilaterally loaded bar, we takeg •

the vertlcal line 1/2 S/b - 0.75, as the line of zero capacitance.

Example. We determined previously the self and mutual capaci-

tances of the resonator bars. The subject filter can be represented

in the form of five cells, and, in view of symmetry, cells 1 and 5,

2 and _ are pairwise analogous. In Figure 13, we draw two horizontal

lines corresponding to the previously determined values of Co,i/e =C3, _

/e = 1.92 and C1,2/e - 02,3/e - 0.48,to intersect the lines of constant

d/b values (curves i - 5). We transfer the points of intersection

to Figure 14, and draw through them curves corresponding to these

capacitances. The first filter cell is a unilaterally loaded bar

with the partial self-capacitance C0/e • 5.58, and the partial

coupling capacitances Co,0/e = 0, C0,1/e - 1.92. In Figure 14, we

make an additional construction: the points of intersection of each

of the constant d/b lines (I) - (8) with the curve a C0,1/_ - 1.92 i

and the llne 1/2 S/b - 0.75 are Joined by chords. Through the chord

midpoint, we draw the auxiliary curve b. Through the point on the

vertical axis of the figure corresponding to the value 1/2 C0/c•

• 5.58/2 - 2.79, we draw a horizontal line to intersect the constructed

auxiliary curve b. Through this point of intersection, we draw a line

parallel to the previously constructed chords to intersect the lines

"' .* a (C0,1/e - 1.9_ and 1/2 S/b - 0.75. The points of intersection have
the coordinates (2.26_ 0.1) and (3.32_ 0.75). The sum of the vertical

0 coordinates 2.26 + 3.32 • 5.58 • C0/e, which was to be proved, i.e., the

found points lie on the curve of the sought d0/b value. The

J
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_ -°

horizontal coordinates yield the half-distances'

.'T"-F "T -Z- - v,..

To find the dimension do/b, we find in Figure 14 the points of

intersection of the vertical lines corresponding to the values

1/2 S0,0/b - 0.75 and 1/2 S0,1/b = 0.i with the curves of constant

d/b values, and the found points are transferred _o Figure 15. In /114

this figure, half the bar self-capacitances are plotted along the

vertical axis, and the d/b values are plotted along the horizontal

axis. Using the transferred points, we draw curves of constant

1/2 S/b = 0.i (curve 2) and 1/2 S/b - 0.75 (curve 5) values. Then

we draw horizontal lines of the previously found values of 1/2 Cb/e =

3.32 to inte-sect the curve 5, and 1/2 C0/s • 2.26 to intersect the

curve 2. The points of intersection are projected onto the horizontal

axis to a single point d0/b = 0.49. In view of symmetry, cell 5
has the same dimensions.

Cell 2 has the coupling capacitances C0,I/¢ = 1.92; CI,2/¢ =

0._8, curve b. The auxiliary constructlcn is made similarly, and

through the chord midpoints we draw the auxiliary curve d; through

the point of intersection of the auxiliary curve d with the lines

1/2 CI/¢ = 3.17/2 - 1.585, a straight line is drawn parallel to the

chords. The points of intersection of the parallel line with the

curves a -- Co,i/e • 1.92, and b ---CI,2/¢ = 0.48 have the coor-

dinates (1.28; 0.07) and (1.88; 0.26). Hence the half-distances !
to the neighboring bars are: _

'/I _o, ,/b = _07, '/,S,.,/b - _26. _ ;

! In order to determine the bar diameter dl/b , the points of i

intersection of the vertical lines 1/2 S/b • 0.07 and I/2 S/b • 0,26

with the lines of constant d/b values (i - 8) (Figure 14), are trans-

ferred to Figure 15, and through them we draw the curves I and 3 !
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corresponding to these values 1/2 $/b - 0.07 and !/2 8/b = 0.26, and

find the points of intersection of these curves with the horizontal

llnes 1/2 Cl/S = 1.88 and i/2 C1/s = 1.28, respectively. The found

points, projected onto the horizortal axis, yield the sought value

dl/b = 0.32. Cell 4 has similar dimensions.

Cell 3 has the same coupling capacitances CI,2/¢ = C2,3/_: = 0.48.

which simplifies the calculation: in Figure 14 we draw the horizontal

llne 1/2 02/¢ - 4.13/2 = 2.065 to intersect the curve b (Ci,2/¢ -

0.48). The horizontal projection of the point of intersection yields

the sought value 1/2 Si,2/b = 1/2, 82,3/b - 0.27. The points of in- I

tersection of the vertical 1/2 S/b - 0.27 with the lines (I - 8) of

constant d/b values (see Figure 14) are transferred to Figure 15, !
and through them we draw the corresponding curve 4. The horizontal

coordinate of the point of intersection of this curve with the hori-

zontal line 1/2 C2/e = 2.065 yields the sought value d2/b = 0.36

In determining the filter cross section dimensions, the relative dis-

tance between the neighborlnE bars is obtained by summing llke half-

distances found for each of the bars. The basic dimensions of the

filter are summarized in the following table.

Rod No. o l _

Cell ' 2 b
]

d

T b .O.a2 T-o._o T=o._
!

S S,,. I "(S'" ^ ' I_" _"' _"_^"'i ¢-r T °°i"1 T
Note: Commas represent declma3 points

_ _ Figure 16 shows the filter cross section.
#

Construction of lumped loadln_ condensers. The filter resonator

loading condenser capacitance can be determined with the aid of the

nomogram of Figure 9. In the frequency -ange in question, the
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condenser capacitance for _
the various filters does i _--T ,_ ..... _[ /115

i

not exceed I0 pF. Usually | " "'_T_r "" .....

such a capacitance is pro- _ i_ 1

vided by a flat condenser I
!

with two plates, one of i

which is a metal capaci- : I L L?J
tire plate mounted on .... .____iu__ ' .....

the end of the resonator L .L
bar, and the other is a

corresponding metal block

which is in electrical Figure 16. Comb-line filter (top

contact with the upper view)

and lower metal plates
,e,-/rl, .•,, . j • , .ft. "_-/E// rf/_,1 J_,J/rf -/f_/_J

(Figure 17). Usually, _ dt _ _

these metal blocks are made _ t

movable. This makes it .... :_ . i :
1 i

possible to regulate load- ' : i

ing condenser capacitance _ _ _ _ _
in the tuning process,

thereby compensating for
Figure 17. Cross section of comb-

any possible small devla- line filter with circular bars, cal-
tions in the filter culated in the example

dimensions.

Figure 18 shows a comb filter loading condenser unit [2]. In

this unit, tuning of the loading condenser is accomplished in two

steps: rough tuning is first accomplished by displacing the metal

block, after which the position of the block is fixed, and fine

filter tuning is accomplished with the aid of trimming screws. In

other words, this process can be termed two-step tuning.

0 Figure 19 shows a comb filter loading condenser unit which

permits accomplishing one-step tuning [9]. Here, a system of

• threaded Joints, including a screw mounted on a block and a screw

mounted on a special bracket (yoke), which in turn is rigidly
I
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,i

"i

"_7///J/

V ' !
Figure 18. Resonator bar Figure 19. Resonator baP load- '_
loading condenser unit with Ing condenser unit with "single-

"two=step" tuning: step" tuning:

1 -- trimming screws; 2 -- 1 -- trimmer block; 2 -- sleeve;
trimming block; 3 -- capaci- 3 -- screws; 4 -- capacitive

tire plate plate

attached to the filter case, is _

used to displace the block with a • • _ • •

small step and fix its position. The __ i_l

screws are made movable relative to

one another by means of a metal

sleeve with internal thread. Mobil- [

ity of the entire unit is achieved by Inl _ut I

making the screws with different fl16

pitch or different direction of the Figure 20. Electrical
circuit of filter for fre-

threading. As the sleeve is rotated, quency summation with

the metal block displaces, and the bandpass elements

displacement step is equal to the sum _

of the thread pitches when the threads are made in opposite direc- I

tions, and equal to the difference of the pitches when the screws !

have threads in the same direction. I

Frequenc_ separation usin_ comb-line bandpass filters. Band-

,,_ pass filters have found wide application as components of circuits
,A for frequency division and summation. Figure 20 shows the electrlcal :

.j circuit of such a filter [i0]. The filter has nine bars. Bars 2,

3, _ and 6, 7, 8 ere bandpass element resonators, and bars I, 5, 9
,i

are matching transformers. The element including resonators 2, 3,

is desigued to pass a signal with frequency fl; the element Including

I
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t

resonators 6, 7, 8 is designed to pass a signal with frequency f2'

In this filter, the transformer 5 is loaded on both sides. Here, :_

it is important that the mutual coupling sapacitancee of transformer
L

5 with bare , and 6 not wry along its length, i.e., that the parallel I
coupling segment lengths be the same on both sides. This implies

that the transformer 5 and resonators 4 and 6 associated with it must

have the same geometric length.

AS we have noted previously, the resonator bars in the comb-line

filter may have electrical length 8 _ w/4. This possibility permits

making the bars of the subject separation filter of identical geo-

metric length _. The bar electrical length is de_ermined by the :;
J

geometric length and operating frequency:

= 2_, (14) i%L _'*,

2n

where A = C/2_f is the wavelength. Since Z1 " Z2' the bar electrical /117 !
!

connected with one another by the relation: i I,
lengths are

I
? i

In designing the filter, we first select the resonator bar !{.

electrical length of one of the bandpass elements, de_ermlne the bar .i

geometric length, and use the above relation to determine the elec- i,

trlcal length of the bars of the second element. The further calcu- II

lation is analogous to that of conventional comb-line bandpaes ele-

ments_ The results of an experiment with a separation filter designed

using this technique for el/62 = 0.8 showed good agreement between

"'_ the characteristics obtained and those assumed in calculating the

bandpass elements.
I
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